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ABSTRACT

Circadian rhythms are the outward manifestation of an internal timing system that measures time in 24-hr increments. The mammalian circadian system is hierarchical, with a pacemaker in the suprachiasmatic nucleus (SCN) synchronizing cell-autonomous oscillators in peripheral tissues. Much of what we know about rhythmicity in peripheral tissues comes from studies monitoring bioluminescence rhythms in PERIOD2::LUCIFERASE knock-in mice. A limitation with this model is that rhythmicity cannot be monitored in specific cells due to widespread reporter expression.

To address this shortcoming, we generated a mouse that expresses luciferase from the Dbp locus only after Cre-mediated recombination. I validated this conditional mouse to provide a tool for monitoring circadian rhythms in a tissue/cell-specific manner. Crossing the conditional reporter mice with mice expressing Cre recombinase in various cell types allowed detection of rhythmic bioluminescence in the expected tissues, in vivo and ex vivo, as well as in slice cultures containing the SCN. The phase of bioluminescence rhythms from explants of mouse peripheral tissues indicated that $Dbp^{Luc/+}$ bioluminescence rhythms have an earlier phase than PER2::LUC/+ rhythms. Importantly, we confirmed that editing of the Dbp locus did not alter the period of circadian locomotor activity rhythms and did not alter liver Dbp RNA rhythms. Finally, the reporter mouse allows for monitoring rhythms in specific tissues in ambulatory
mice. Thus, this mouse line is useful for studying circadian rhythms in a tissue/cell-type specific manner, which can be used to better monitor phase relationships between tissues at baseline and after environmental perturbations that disrupt circadian rhythms.
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<tr>
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<td>Casein kinase 1 delta</td>
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<td>CK1ε</td>
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<td>Circadian locomotor output cycles kaput</td>
</tr>
<tr>
<td>CPA</td>
<td>Conditioned Place Aversion</td>
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<td>Description</td>
</tr>
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<td>--------------</td>
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<tr>
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</tr>
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<td>DIG</td>
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</tr>
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<td>DWT</td>
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</tr>
<tr>
<td>EPM</td>
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<td>FBS</td>
<td>Fetal Bovine Serum</td>
</tr>
<tr>
<td>GFP</td>
<td>Green Fluorescence Protein</td>
</tr>
<tr>
<td>GWAS</td>
<td>Genome-wide association study</td>
</tr>
<tr>
<td>I.p</td>
<td>Intraperitoneal</td>
</tr>
<tr>
<td>IPN</td>
<td>Interpeduncular Nucleus</td>
</tr>
<tr>
<td>IVIS</td>
<td><em>In vivo</em> imaging system</td>
</tr>
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<td>KI</td>
<td>Knock-in</td>
</tr>
<tr>
<td>KO</td>
<td>Knockout</td>
</tr>
<tr>
<td>Ksp1.3</td>
<td>Cadherin 16</td>
</tr>
<tr>
<td>LCM</td>
<td>Laser-capture microdissection</td>
</tr>
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<td>LD</td>
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</tr>
<tr>
<td>Abbreviation</td>
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</tr>
<tr>
<td>--------------</td>
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</tr>
<tr>
<td>MBT</td>
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</tr>
<tr>
<td>MEM</td>
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</tr>
<tr>
<td>mHb</td>
<td>Medial Habenula</td>
</tr>
<tr>
<td>N2A</td>
<td>Neuro2A</td>
</tr>
<tr>
<td>nAChR</td>
<td>Nicotinic Acetylcholine Receptor</td>
</tr>
<tr>
<td>NMS</td>
<td>Neuromedin S</td>
</tr>
<tr>
<td>NPAS2</td>
<td>Neuronal PAS domain protein 2</td>
</tr>
<tr>
<td>OFT</td>
<td>Open field test</td>
</tr>
<tr>
<td>PA</td>
<td>Polyadenylation</td>
</tr>
<tr>
<td>PCR</td>
<td>Polymerase Chain Reaction</td>
</tr>
<tr>
<td>PER</td>
<td>Period</td>
</tr>
<tr>
<td>PER2::LUC</td>
<td>PERIOD2::LUCIFERASE</td>
</tr>
<tr>
<td>PMT</td>
<td>Photomultiplier tube</td>
</tr>
<tr>
<td>Prrx-1</td>
<td>Paired related homeobox 1</td>
</tr>
<tr>
<td>REV-ERB</td>
<td>Nuclear receptor subfamily 1, group D, member 1</td>
</tr>
<tr>
<td>RHT</td>
<td>Retinohypothalamic tract</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>ROI</td>
<td>Region of Interest</td>
</tr>
<tr>
<td>ROR</td>
<td>Retinoic acid receptor-related orphan receptor</td>
</tr>
<tr>
<td>RT-qPCR</td>
<td>Reverse Transcription-quantitative polymerase chain reaction</td>
</tr>
<tr>
<td>SCN</td>
<td>Suprachiasmatic Nucleus</td>
</tr>
<tr>
<td>shRNA</td>
<td>Short hairpin RNA</td>
</tr>
<tr>
<td>SNP</td>
<td>Single Nucleotide Polymorphism</td>
</tr>
<tr>
<td>SPP</td>
<td>Skeleton photoperiod</td>
</tr>
<tr>
<td>SPVZ</td>
<td>Lateral subparaventricular zone</td>
</tr>
<tr>
<td>T2A</td>
<td>2A self-cleaving peptide</td>
</tr>
<tr>
<td>Vgat</td>
<td>Vesicular GABA transporter</td>
</tr>
<tr>
<td>VIP</td>
<td>Vasoactive Intestinal polypeptide</td>
</tr>
<tr>
<td>VPAC2</td>
<td>Vasoactive intestinal peptide receptor 2</td>
</tr>
<tr>
<td>WT</td>
<td>Wild-type</td>
</tr>
<tr>
<td>ZT</td>
<td>Zeitgeber Time</td>
</tr>
</tbody>
</table>
PREFACE

This dissertation contains a culmination of my work during graduate school. I first present my thesis research in which I validated a conditional mouse reporter to monitor circadian rhythms in specific tissue- and cell-types and present various experiments in which the conditional reporter mouse can be utilized. Additionally, I present work from my previous laboratory in which I investigated the role of $\alpha_3$-containing nicotinic acetylcholine receptors (nAChRs) in behaviors involved in the susceptibility to nicotine addiction, as well as nicotine addiction itself.
CHAPTER I

Introduction

1.1 Overview

The term circadian stems from the Latin word “circa diem,” meaning about a day (1). Circadian clocks provide an internal timing system that is synchronized to the solar day and drive the rhythms of downstream physiological and behavioral outputs. Circadian rhythms have three hallmarks: 1) Rhythms are endogenously generated and persist in constant conditions with a period of approximately 24 hours, 2) Circadian clocks entrain to external stimuli called Zeitgebers or “time givers”, and 3) Rhythms are temperature compensated, meaning the period is independent of the ambient temperature. Period, phase, and amplitude are used to define rhythms, where period and phase are described as the time it takes for a rhythm cycle to complete and a point in the cycle relative to external time, respectively and amplitude is defined as the level of oscillation between the peak and the trough (1-3) (Fig. 1.1). Circadian rhythms are an adaptation in organisms that provides optimal timing for various physiological, metabolic, and behavioral processes (1). Indeed, circadian rhythms are advantageous to organisms by synchronizing behavioral and physiological processes to the environmental light/dark cycle, as well as coordinating internal metabolic processes (4). Circadian rhythms are widespread, ranging from bacteria and fungi to mammals.
Figure 1.1 Illustration that represents rhythm oscillations

Clock output is measured as a function of time, in which clock output could mean physiological, metabolic, or gene rhythms. Period, phase, and amplitude are shown to describe the characteristics of circadian rhythms.
1.2 History of Circadian Rhythms

The earliest recorded observation of endogenous rhythms was made in plants by the French astronomer Jean-Jacques d'Ortous de Mairan in 1729, where he reported that the daily leaf movements of the heliotrope plant persisted in constant darkness, highlighting one of the hallmarks of circadian rhythms (3). Future studies sought to further characterize these plant rhythms. The first characterization of circadian rhythm periodicity was from Augustin Pyramus de Candolle in 1832, where he observed the *Mimosa pudica* plant rhythm as having an endogenous period of 22-23 hours (5). This finding was confirmed by Wilhelm Pfeffer, a German botanist who showed that there were endogenous rhythms in leaf movement and also saw that leaf movement had a period of less than 24 hours in constant conditions validating that rhythms, at least in plants, are in fact endogenous due to the period being different from the Earth’s day/night cycle (3). Interestingly, in the early 1930s, Erwin Bünning discovered that circadian rhythms in plants also have a genetic component in which the period length is inheritable (6).

Early studies of circadian rhythms in plants opened the door for circadian rhythm investigation in other organisms such as *Neurospora crassa*, *Drosophila melanogaster*, and rodents. *Neurospora crassa* was identified as having circadian rhythms by Colin Pittendrigh in 1959, when he showed that the fungus has alternating zones of different growth types, termed “zonation,” and that this rhythm in zonation is not only capable of responding to external rhythmic stimuli,
but can also persist in constant darkness and constant temperature (7). In the early 1970s, a turning point in the circadian rhythm field emerged. The research by Ronald Konopka and Seymour Benzer uncovered some of the underpinnings of the circadian system by isolating the first circadian clock mutants by chemical mutagenesis in *Drosophila melanogaster* (8). They found that the mutagenized flies had different circadian phenotypes, such as arrhythmicity, a shorter period, or a longer period. These phenotypes mapped to a single locus, *period* (*per*) (8) (*per* described in detail in section 1.3.1). The *per* gene was subsequently cloned by Michael Rosbash and colleagues (9), and independently by Michael Young (10). *Drosophila melanogaster* became a useful genetic tool for uncovering clock mechanisms (8, 11-13).

Richter and colleagues suggested that there was a hypothalamic ‘clock’ (14). Indeed, lesioning studies by Friedrich Stephan and Irving Zucker uncovered the anatomy of the circadian circuit in mammals. Lesioning the suprachiasmatic nucleus (SCN) located in the anterior hypothalamus in rats eliminated the rhythms of drinking and locomotor activity (15). Moore and Eichler also showed that the effects of SCN lesioning was not exclusive to drinking and locomotor rhythms, but also hormone rhythms (16). These data suggest that the SCN is essential for rhythmicity. Research in rodents expanded the knowledge of the genetic basis of circadian rhythms (17-22) and the brain structure involved (15, 16). A defining moment in the field occurred in the late 1980s in which Martin Ralph and Michael Menakar, serendipitously, found a mutation in golden
hamsters that resulted in a dramatically shorter period in circadian locomotor rhythms, with hamsters heterozygous for the mutation exhibiting a period of 22 hours and hamsters homozygous for the mutation showing a period of approximately 20 hours (18). Furthermore, mutant hamsters either had abnormal entrainment or were unable to entrain to the standard 12 hour light: 12 hour dark cycle (18). Ralph and Menakar also contributed to our understanding of the SCN in circadian rhythms by transplanting healthy fetal SCN to a recipient hamster that had a damaged SCN; this restored rhythms in the recipient, with a period of the donor, demonstrating a pacemaker role for the SCN (23, 24). The studies described above enhanced our understanding of circadian rhythm biology, by introducing genetic components as well as an anatomical center for modulating rhythmic outputs.

1.3 Molecular Mechanisms of Circadian Rhythms

1.3.1 Transcriptional-Translational Feedback Loop

*Drosophila melanogaster* clock genes have homologues in mammals, and mutations in these clock genes result in various circadian phenotypes (Table 1.1) (12, 13). The molecular mechanism of circadian oscillations is controlled by a negative transcriptional-translational feedback loop. In mammals, two basic helix-loop-helix (bHLH)-Period-Arnt-Single-minded heterodimers (25), circadian locomotor output cycles kaput (CLOCK), and Brain and Muscle ARNT-Like 1 (BMAL1) activate negative regulators *Per1, Per2, and Per3* as well as *cryptochrome 1 and 2 (Cry)*
genes by binding to their Ebox enhancers (Fig. 1.2) (26, 27). After transcription and translation, PER and CRY proteins return to the nucleus to inhibit the activity of CLOCK and BMAL1, thus negatively regulating their own transcription (Fig. 1.2); this cycle lasts approximately 24 hours. Bmal1 expression is antiphase to Per and Cry expression. CLOCK:BMAL1 transcriptionally activates expression of the nuclear orphan receptor Rev-Erbα which in turn represses Bmal1 expression by binding to Rev-Erb/ROR response elements (RORE) in its promoter (28). Notably, during BMAL1 activation of Per and Cry genes, BMAL1 is also activating Rev-Erbα transcription which results in low levels of Bmal1 mRNA and high levels of Per and Cry. While PER:CRY complexes inhibit their own transcription through deactivation of the CLOCK:BMAL1 heterodimer, they also inhibit Rev-Erbα transcription. RAR-related orphan receptor alpha (RORα) activates Bmal1 expression in the SCN by binding to ROREs within the Bmal1 promoter (29). These data show that there are two aspects of the transcriptional-translational loop that are controlled by various protein complexes (13).
Table 1.1 Components of the mouse clock mechanisms

<table>
<thead>
<tr>
<th>Family</th>
<th>Proteins</th>
<th>Member</th>
<th>Gene(s)</th>
<th>Mutations*</th>
<th>Behavioral phenotype</th>
</tr>
</thead>
<tbody>
<tr>
<td>bHLH-PAS</td>
<td>CLOCK</td>
<td></td>
<td>Clock</td>
<td>Long period, arrhythmic</td>
<td></td>
</tr>
<tr>
<td></td>
<td>BMAL1 (MOP2)</td>
<td>PER1</td>
<td>Bmal1 (Mop3)</td>
<td>Short period, arrhythmic</td>
<td></td>
</tr>
<tr>
<td>PER-PAS</td>
<td>PER2</td>
<td>PER3</td>
<td>Per2 or Per1 + Per2</td>
<td>Short period, arrhythmic</td>
<td></td>
</tr>
<tr>
<td></td>
<td>REV-ERα</td>
<td></td>
<td>Rev-Erα</td>
<td>Short period</td>
<td></td>
</tr>
<tr>
<td>Rev-erbα</td>
<td>CRY1</td>
<td></td>
<td>Cry1</td>
<td>Short period</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CRY2</td>
<td></td>
<td>Cry2</td>
<td>Short period</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Orphan nuclear receptor</td>
<td></td>
<td>Ory2</td>
<td>Short period</td>
<td></td>
</tr>
</tbody>
</table>

*Unless otherwise noted, the mutations listed are deletion mutations induced by targeted mutagenesis.
† The most severe phenotypes of homozygous mutant animals studied under constant conditions are listed.
‡ A CRY-like role has been described for MOP2, also known as ARNT2, a bHLH-PAS transcription factor closely related to CLOCK, in the cerebellum[46], and in the vasculature[47].
§ Early fososome-induced semidominant autosomal mutation. The mutation is an acutely lethal transversion in an spliced donor site causing exon-skipping and deletion of part of the transactivation domain[48].
¶ Spontaneous semidominant autosomal mutation described in the Syrian hamster (the dau mutation). The mutant enzyme is deficient in its ability to phosphorylate PER.
**Figure 1.2 Schematic of the mammalian transcriptional-translational negative feedback loop**

The activator complex which includes BMAL1 and CLOCK or NPAS2 binds to *Per* and *Cry* genes to promote their transcription. *Per* and *Cry* are translated and form a repressor complex, that after phosphorylation (indicated by the small black dot), translocate back into the nucleus to deactivate the activator complex, thus inhibiting their own transcription. Adapted from Reppert and Weaver, 2002 with permission (13).
Interestingly, mice with *Bmal1* knocked out have immediate arrhythmicity in their locomotor activity when placed in constant darkness (17). Unlike *Bmal1*, the lack of *Per1* or *Per2* genes results in a shorter period and delayed arrhythmicity (22). However, knockout of both *Per1* and *Per2* causes immediate arrhythmicity in locomotor activity when placed in constant darkness (22). Compensation is proposed as an explanation as to why only knocking out one *Per* does not result in immediate arrhythmicity, however it is important to mention that this compensation is not complete as there are period differences in mice that have only one *Per* knocked out. *Per3* is not essential for circadian rhythmicity as *Per3* knockout mice have continued rhythms and only display a short period (22, 30). Functional redundancy was raised to explain the lack of robust phenotype in *Per3* knockout mice; this concept was also raised when assessing circadian rhythmicity in *Cry1* and *Cry2* null mutants (21, 22). Indeed, if *Per3* is playing an important role in the molecular circadian clock, then mice with null mutations in *Per1* and *Per3* or *Per2* and *Per3* should have a more severe circadian phenotype than mice with individual *Per1* or *Per2* null mutations. Bae et al. showed that double mutant mice (*mPer1/mPer3* and *mPer2/mPer3*) had similar locomotor activity rhythms compared to mutant mice with one *Per1* or *Per2* null mutation, which included a short period and delayed arrhythmicity (22), suggesting that *Per3* is not necessary for modulating the circadian molecular clock.

Another molecular component of the circadian clock is the Neuronal PAS domain protein 2 (NPAS2) co-activator. NPAS2 plays a key role in transcriptional
activation of *Per* and *Cry* by dimerizing with BMAL1. Mice with CLOCK null mutations retain their rhythmicity and have shortened periods and mice with NPAS2 null mutations have rhythms as well and a slightly shortened period (31). Only after knocking out both CLOCK and NPAS2 the mice became arrhythmic (31). This is due to the overlapping roles of CLOCK and NPAS2 in regulating the circadian clock. Data also shows CLOCK and NPAS2 may have different binding affinities to various E-boxes as single knockout of either CLOCK or NPAS2 have different gene expression profiles (31).

On a molecular level, DeBruyne et al. hypothesized that the lack of *Clock* will increase *Npas2* mRNA expression in the SCN, however this was not the case (19). They were unable to detect *Npas2* mRNA expression in the SCN of WT and CLOCK null mice; this could be due to the less sensitive *in situ* hybridization approach they used to detect *Npas2* mRNA. DeBruyne et al. later showed that there was an increase in *Npas2* mRNA expression in the SCN of CLOCK null mice by RT-qPCR compared to WT (31). These data suggest that there is compensation between CLOCK and NPAS2.

### 1.3.2 Post-translational Regulation of the Circadian Clock

In addition to transcriptional regulation control of the molecular clock timing, post-translational mechanisms also contribute to adjusting the clock so that it cycles with a period of approximately 24 hours. Phosphorylation of clock proteins by casein kinases are known to regulate the speed of the clock (32, 33).
Phosphorylation of clock proteins by casein kinases is involved in the CLOCK:BMAL1-dependent transcriptional activity, as well as, nuclear translocation of the negative arm of the cycle (PER:CRY) (34, 35). In particular, BMAL1 is a substrate of the casein kinase epsilon (CKIε) protein which is known to regulate CLOCK:BMAL1 heterodimer transcriptional activity (36). In vitro studies showed that by co-expressing a dominant-negative mutant of CK1ε (K38A) with Per1-luciferase reporter, this decreased luciferase expression by 40%; this was not seen with co-expression of the active CK1ε and Per1-luciferase reporter (36). To complement this experiment, expression of the dominant-negative CK1ε mutant in vitro, also decreased the levels of phosphorylated BMAL1 (36). This data suggests that CLOCK:BMAL1 heterodimer-dependent transcriptional activity is modulated by the phosphorylation of BMAL1 by CK1ε. Interestingly, during negative loop transcription, BMAL1 and CLOCK nuclear levels are low suggesting that the phosphorylation of BMAL1 by CK1ε modulates the transcriptional activity of the positive heterodimer complex (13, 37).

The levels of PER proteins are the rate limiting step for initiating the negative feedback loop (37). Western Blot analyses of liver tissue revealed that double mutant Per1 and Per2 mice had less nuclear CRY compared to wild-type mice, suggesting that PER is involved in the nuclear translocation of CRY (37). PER acts as a scaffold for CK1ε and casein kinase 1 delta (CK1δ), as well as CRY, to form a multimeric complex that is required for initiating the negative
feedback loop. Within this complex, CRY proteins specifically stabilize casein kinase-dependent phosphorylated PER2 and aid in nuclear translocation of the complex (37). PER2 not only acts as a scaffold for multimeric complex formation, but also aids in phosphorylation of the CRY proteins by the casein kinases (13, 36), most likely by bringing the CRY proteins and casein kinases together. The casein kinases’ role in maintaining the period of the circadian clock was demonstrated in mutant casein kinase mice (Vgat-Cre$^+$; CK1$\delta$fl/fl $\epsilon^{+/+}$) in which the period of locomotor activity became longer (38). Interestingly, CK1$\epsilon$ and CK1$\delta$ seem to be playing different roles in modulating the molecular clock. For example, CK1$\epsilon$ is not as important for setting the speed of the clock compared to CK1$\delta$ as deletion of Ck1$\epsilon$ in GABAergic neurons showed no period difference in locomotor activity compared to Vgat-Cre$^+$ control (38). These data suggest that these two kinases, although highly conserved, act on different aspects of the molecular clock.

Other post-translational modifications include acetylation and SUMOylation of various clock proteins. For example, CLOCK has histone acetyltransferase activity that is necessary for rhythmic expression of core clock genes such as BMAL1 and other circadian output genes (39). The acetylation of BMAL1 by CLOCK is necessary for clock function, as well as required to inactivate BMAL1 transcriptional activity (39). PER2 is also acetylated which increases its stability. In addition, BMAL1 is modified by a small ubiquitin-like modifier (SUMO) that leads to its ubiquitylation, subnuclear foci, and increased transcriptional activity
These post-translational modifications are important for the sustainability of the molecular clock and rhythm output.

1.4 Circadian Hierarchy

1.4.1 The Central Clock

The majority of SCN neurons are GABAergic, with minimum glutamatergic neurons and various peptide-releasing neurons (40). The SCN contains a ventral core and dorsal shell, with specific neuronal types in each region. The core receives input from the retina and communicates with the shell. The distinct populations of neurons within the core include the vasoactive intestinal polypeptide (VIP) neurons, calretinin, neurotensin, and gastrin releasing peptide expressed neurons (41, 42). The shell contains arginine vasopressin (AVP) neurons, angiotensin II, and met-enkephalin expressing neurons (41, 42). Neurons in the core and shell have different patterns of projections. Core neurons densely project to the peri-suprachiasmatic area, lateral subparaventricular zone hypothalamus (SPVZ), and ventral tuberal area. Shell neurons densely project to the medial preoptic area, medial SPVZ, and the dorsomedial nucleus hypothalamus (43).

Intriguingly, animals lacking VIP or the VIP receptor (VPAC(2)) have disrupted behavioral rhythms (44), and the addition of a VPAC2 agonist to VIP−/− SCN neurons restored rhythms and synchrony (45), suggesting that VIP transmission is involved in synchronizing rhythms in the SCN (46). Similar to
other SCN neurons (47), AVP neurons also have pacemaker qualities as they are involved in setting the speed of the clock. PER proteins are phosphorylated by casein kinases and deletion of these kinases results in lengthened period in several tissues (32). Interestingly, deletion of the \( CK1\delta \) gene, specifically in AVP neurons, lengthened the free-running period of circadian behavior (48). The opposite phenotype, shortened free-running period, was seen after overexpressing \( CK1\delta \) in AVP neurons, suggesting a role of AVP neurons in modulating period (48). The above studies reveal the neuronal types underlying the SCN’s master pacemaker activity.

### 1.4.2 Entrainment of the Central Clock

Robert Moore and colleagues identified a direct connection from the eye to the hypothalamus, termed the retinohypothalamic (RHT) tract (49, 50). Moore identified the RHT by following the projection tract from the retina to the bilateral SCN after injecting labelled amino acids into the eye of rats and viewing the anatomy via autoradiography (49). This direct connection suggested a function of the SCN in receiving inputs from external stimuli. Indeed, upon light exposure, the RHT sends signals to the SCN which results in SCN oscillator entrainment (13). Light is the strongest Zeitgeber for SCN entrainment, with the behavioral output being locomotor activity. Entrainment is the synchronization of the internal rhythms to external time cues, such as the light/dark cycle. C57BL/6J mice can
entrain to a 12 hour light: 12 hour dark cycle, with locomotor activity arising in the dark phase and inactivity occurring in the light phase.

In vitro studies showed that after dissociation and culturing of SCN neurons from rats, the neurons were able to fire rhythmically for 7 weeks and had a period of about 24 hours (51). In contrast, control hippocampal cultured neurons were unable to show circadian firing rhythms (51), suggesting specificity of circadian rhythmic firing in SCN neurons. This in vitro study highlighted one of the characteristics of SCN neurons; they are able to fire cell autonomously as the cultured SCN neurons had varying periods and phases of firing rhythms (51). SCN neurons can also synchronize their phases as shown in SCN tissue slice culture where communication between neurons in the tissue contributes to the robust output signal in Cry1−/− SCN slices (52). The SCN can oscillate without the presence of a Zeitgeber, this endogenous coupling allows for rhythms to continue even in constant conditions.

1.4.3 Peripheral Clocks

The SCN is at the top of the circadian hierarchy. The SCN entrains subordinate brain regions as well as peripheral oscillators (Fig. 1.4). Evidence from circadian gene expression and luciferase reporter analyses in the SCN and peripheral organs showed that the phase of the SCN was earlier than the phase in peripheral tissues (53-55). Although peripheral tissues are entrained by the SCN, they too can oscillate cell autonomously without signals from the central
pacemaker. This was supported by the evidence that peripheral tissues contain similar circadian molecular machinery to that of the SCN (56-58). Additionally, cell culture studies supported the idea of peripheral oscillators (59, 60). A serum shock to rat fibroblast cells induced circadian gene expression (61). Rhythmic expression of several clock-relevant genes was also observed in rat H35 hepatoma cells (61). Yamazaki et al. took this investigation of endogenous peripheral oscillators a step further by showing that peripheral tissues in fact do not need signals from the master pacemaker in order to produce rhythms. Peripheral tissues dissected from a bioluminescent rat reporter under the control of a rhythmic promoter revealed that peripheral tissues can produce rhythms in vitro, although damped over time (62). Interestingly, reinstatement of rhythms occurred after introducing fresh medium. The damping of organ-level rhythms over time suggests that the SCN plays a role in rhythm sustainability, possibly by strengthening the cell coupling within a tissue. Indeed, Guo et al. showed that the SCN is required for downstream synchronization of cells within a given tissue (63). Notably, damping of in vivo rhythms is unlikely due to signal from the SCN (62, 64, 65).
Figure 1.3 Schematic of the mammalian circadian hierarchy

The brain and peripheral organs contain circadian oscillators. Light synchronizes SCN oscillations via input through the retinohypothalamic tract (RHT) to synchronize the SCN to the 24-h day/night cycle. The SCN in turn entrains subordinate oscillators in the brain, as well as peripheral oscillators such as the kidney and liver. Image acquired from Reppert and Weaver, 2002 with permission (13).
In contrast, a study from Yoo and colleagues suggested endogenous cell coupling within a peripheral tissue, as rhythms in PER2::LUCIFERASE (PER2::LUC) liver and lung tissue explants persisted for 20 days, which was not seen previously by Yamazaki et al. (53). Although rhythms persisted for a long period of time, the phases were different within and among animals, suggesting a role for the SCN in synchronizing peripheral cells (53). One must take into account that Yamazaki and Yoo’s studies were done with two different transgenic rodent lines, Per1-luciferase in rats and PER2::LUC in mice, respectively, which can be attributed to the prolongation or damping of in vitro rhythms seen. The studies described above showed that the SCN is not required for peripheral rhythms, but instead acts as a synchronizer for peripheral oscillators.

1.4.4 Entrainment of Peripheral Clocks

Peripheral clock entrainment can occur through SCN humoral factors (66-69). Parabiosis experiments of SCN-lesioned and SCN-intact mice suggested non-neural inputs are sufficient to maintain circadian rhythms in the liver and kidney, but not in the heart, spleen, or skeletal muscle (70); this is interesting as it indicates different responsiveness of various tissues to different signals. Humoral signals have phase-shifting properties. Glucocorticoid hormones are suggested as being one of these phase-resetting blood-borne elements. This was demonstrated in studies showing dexamethasone, a glucocorticoid receptor agonist, causing a phase shift in peripheral tissues, but not in the SCN (66).
Additionally, melatonin is important for rhythmic signaling in the Pars tuberalis as it is involved in the long-term regulation of *Per1* rhythms (71). Research from Sassone-Corsi and colleagues further showed evidence of SCN communication to peripheral tissues by transplanting mouse embryonic fibroblast (MEFs) cells from *Per1* null mice back into a host mouse with intact SCN. The period from the MEFs was that of the host mouse, suggesting that there are factors from the SCN that can modulate period and that there is a hierarchical dominance of the SCN on peripheral tissues (72). Additionally, they performed a control experiment in which they implanted *Per1*<sup>-/-</sup> MEFs into *Per1*<sup>-/-</sup> hosts and showed that *Per2* mRNA expression oscillations in *Per1*<sup>-/-</sup> MEFs had a period and phase that of the *Per1*<sup>-/-</sup> host (72).

Temperature can also entrain peripheral oscillators (73-75). Real-time bioluminescence recording of PER2::LUC peripheral tissue explants revealed phase resetting and increased amplitude after 38.5°C temperature pulses (75). Interestingly, the SCN was not reset after temperature pulses, suggesting that the SCN is resistant to temperature-induced phase resetting and that this mechanism of resetting is specific to peripheral organs; this could be due to the strong cell-coupling within the SCN as disrupting SCN cellular communication results in sensitivity to temperature fluctuation (75). Notably, the mechanism in which peripheral organs are reset by warmer temperatures includes the heat shock pathway. Exposing peripheral tissues to warmer temperatures and
simultaneously blocking the Heat shock factor 1 protein with an inhibitor, repressed phase-resetting (75).

Mechanisms of peripheral oscillator entrainment can be independent from the SCN. The dominant Zeitgeber for peripheral organ entrainment is feeding time (76). A seminal study by the Schibler group showed that gene expression rhythms in the liver were reset after a 7 hour advance of feeding time, while the phase of gene expression rhythms in the SCN was unaffected (77). Interestingly, advancing the light/dark cycle under restricted feeding does not reset the liver clock, suggesting that restricted feeding has a more principal role in entraining the liver clock compared to the light/dark cycle (77). Furthermore, liver resetting of animals under restricted feeding occurred even in SCN-lesioned animals, suggesting that the SCN is not required for liver resetting during a restricted feeding diet (77).

### 1.5 Circadian Rhythms and Disease

#### 1.5.1 Circadian Disruption

Circadian disruption is the disturbance of biological time (78). There are two primary aspects of circadian disruption, misalignment and desynchronization. Circadian misalignment refers to the abnormal phase angle between two or more different rhythms, such as the endogenous SCN rhythms displaying an odd phase angle with the external environment, such as the case of shift work or jet lag (78). Unlike misalignment, internal desynchrony refers to the difference in
period, rather than phase angle, between two or more rhythms. For example, internal desynchrony occurs when the period of the central pacemaker or rhythms are atypically aligned with peripheral tissues (78). Circadian disruption also encompasses external desynchrony which is when there is a period difference between the SCN and peripheral organs with light/dark and fasting/feeding cycles, respectively (78). This disruption can occur at different organizational levels, ranging from molecular rhythms in individual cells and between and within tissues, to behavioral rhythms (79). Examples of how circadian disruption can occur and the adverse health consequences that can result from it will be explained in further detail in section 1.5.2.

1.5.2 Adverse Health Consequences of Circadian Disruption

Human studies of circadian disruption due to clock gene mutations

Human gene association studies showed that single nucleotide polymorphisms (SNPs) within clock genes are associated with metabolic syndrome, cardiovascular disease, and cancer (80-84). Metabolic syndrome includes obesity, dyslipidemia, hyperglycemia, and hypertension (85). A haplotype study from Scott et al. showed that individuals from families with metabolic syndrome have a common haplotype, CAT at position rs4864548 within the Clock gene (81). rs4864548 was also highly correlated to disease severity in nonalcoholic fatty liver disease patients and fibrosis score in nonalcoholic steatohepatitis patients (82), as well as a 1.8-fold risk of obesity
Complementary studies investigated the association of SNPs in other clock genes, including *Npas2* and *Per2*, with metabolic syndrome in which haplotypes in *Npas2* and *Per2* were associated with hypertension and high fasting blood glucose, respectively (84). Additionally, SNPs in *Per1*, *Per2* and *Cry2* were highly associated with increased risk for breast cancer (80). Altered expression of core clock genes in tumor samples from patients who have these SNPs may be a functional explanation as to why these SNPs are correlated to breast cancer risk (80). The studies described above suggest that there are genetic factors that contribute to risk of disease. It would be interesting to investigate the functional role of these SNPs on tissue-specific circadian rhythms, *in vivo*.

Human studies of circadian disruption caused by environmental factors

Environmental factors also influence circadian rhythms that can result in deleterious health outcomes. Shift workers, people who have atypical work schedules, are more likely to be overweight (86, 87), have increased risk of insulin resistance (88), diabetes (89-91), dyslipidemia (92-94), and breast cancer (95, 96). By shifting activity schedules, sleep and feeding timing become disrupted, which results in endocrine alterations (97). For example, the reduction of lipid metabolism in night shift workers could be due to the low expression of metabolic enzymes required for lipid breakdown during the time when food ingestion now falls, thus resulting in a higher risk of obesity. Shift workers have
rhythm misalignment as they have to entrain their internal rhythms to their work schedules and this entrainment can occur over the span of days or not even at all. This can become problematic especially for night shift workers as certain hormone rhythms lack full re-entrainment to a night schedule (97). Indeed, a study from Weibel et al. showed that cortisol levels were quiescent during the night shift workers’ active phase as compared to the high levels of cortisol during the daytime workers’ active phase. Additionally, there was an increase in thyrotropin levels in nighttime workers during their active phase compared to daytime workers in which thyrotropin levels were low (97). These data suggest that hormonal rhythms were unable to entrain to the night shift schedule in night shift workers. Although there are studies showing the lack of re-entrainment of circadian rhythms to a night shift schedule, there is still some controversy as other studies argue that night workers are able to entrain to their change in schedule (98, 99), albeit after a certain period of time. Regardless, our current society which demands operations to be functional 24/7 warrants more investigation on the adverse health outcomes of shift workers.

Similar to shift work, chronic jet lag can result in health issues as the internal body rhythms are misaligned with the time zone, thus requiring the internal timing system to shift according to the external environment (100-102). The internal circadian rhythms have to reset to the external time zone and this process can take more than 1 week, resulting in the feeling of jet lag. Interestingly, the severity of jet lag can depend on direction of travel (103). For
example, jet lag is more severe if traveling from West to East, compared to travelling from East to West as it is harder for the endogenous clock to advance its phase than to delay it (103).

To investigate circadian disruption and its effects on behavioral, endocrine, metabolic, and autonomic output rhythms, Scheer et al. performed an experiment in which period length of environmental cycles was lengthened to 28 hours, so subjects ate and slept at all phases of their near-24 h circadian cycle (104). When subjects were misaligned (e.g., eating and sleeping approximately 12 hours out of phase of their normal sleep/wake cycle, hormone rhythms were altered, mean arterial pressure and glucose were increased, and sleep efficiency was reduced, as well as several subjects were considered pre-diabetic (104). Additional evidence by Morris et al. showed that short-term circadian misalignment in healthy adults resulted in increased 24-h blood pressure and inflammatory markers (105). Altered endocrine function and sleep quality, due to circadian disruption, can deplete physical and mental health. Thus, studying circadian disruption and how it can result in adverse health outcomes is necessary.

Briefly, treatment for jet lag, shift work, and sleep disorders (i.e., phase-advance sleep or delayed-sleep wake phase), requires phase resetting mechanisms. Light treatment can lead to either a phase advance or a phase delay, depending on the time of day the light is administered. For example, if light is administered early or late within the sleep episode, this can cause a phase
delay or phase advance, respectively (103). Similarly, consuming melatonin pills can either cause a phase advance or a phase delay if taken in the afternoon or in the morning, respectively (103).

Rodent studies of circadian disruption due to clock gene mutations

Rodents are great models for investigating circadian disruption. Similar to humans, genetic perturbations in clock genes or environmental disruption can result in disease phenotypes (106-108). Many of the studies investigating the consequences of clock gene manipulation were done using whole body knockouts of clock genes. For example, young Bmal1-knockout (KO) mice have increased weight compared to wild-type littermates (109) and adults have metabolic disturbances that include impaired glucose metabolism and insulin hypersensitivity (109, 110). To address whether the metabolic disturbance in Bmal1-KO mice was due to absence of BMAL1 specifically in liver, Bmal1 was knocked out of liver hepatocytes using Cre-lox technology and an Albumin-cre driver (Alb-Cre) (109). There were metabolic defects, but behavioral rhythms were still intact, suggesting that Bmal1 has a specific role in the liver (109). This reinforces the concept of physiological functions operating both under the control of the central pacemaker, as well as, endogenously within peripheral organs.

Like Bmal1, Clock, Per, and Rev-Erba were also manipulated to study the consequences of circadian disruption. Mice with a dominant-negative mutation in Clock (CLOCK-Δ19), not only have altered periods lengths of locomotor activity (56, 111-113), they are hyperphagic and show reduced energy expenditure
Clock mutants also develop metabolic syndrome (114, 115). Additionally, Per gene mutations show varied metabolic outcomes. Although both Per2Brdm1 and Per2Idc lead to a loss of function of Per2 (22, 116), they display different metabolic outcomes; Per2Brdm1 mice have metabolic syndrome and Per2Idc mice do not (114). Moreover, triple knockout of Per1, Per2, and Per3 results in obesity in males when fed a high fat diet compared to wild-type controls (117). Lastly, loss of Rev-Erbα/β has been shown to deregulate glucose and lipid metabolism (118). Although there are numerous studies demonstrating the effects of clock gene mutation on disease, a study from our lab showed that disrupting the clock via mutating the casein kinases in GABAergic neurons did not result in adverse metabolic outcomes (38). In this study, mice null of CK1δ and with one copy of CK1ε in GABAergic neurons had longer periods in the central pacemaker, but not in peripheral tissues. The authors were able to separate the rhythms of the central pacemaker from peripheral oscillators as a form of circadian disruption. The lack of adverse metabolic outcomes in the CK1 mutant mice is interesting as one would expect to observe this phenotype as a result of disruption of the molecular clock. This result suggests that there are additional mechanisms that could be contributing to circadian disruption (38). In addition to metabolic syndrome, clock gene manipulation has been shown to increase tumor incidence and progression in rodents (106, 119). These studies demonstrate that genetic manipulation of clock genes in rodents can result in multiple adverse health outcomes, however there are scenarios where this is not the case. A speculation
as to why there are differences in health outcomes between these mutants is that the genes mutated are involved in difference processes, thus depending on the mutation this can result in different outcomes.

Rodent studies of circadian disruption caused by altering environmental lighting

Investigators have used multiple approaches for altering the environment to investigate circadian disruption. Some of the ways the endogenous circadian system can be misaligned in rodents are by lengthening or shortening of the T-cycle (T=period) (120) or by shifting the light/dark cycle (121, 122). For example, West et al. tested for disruption in mice that had altered T-cycles. Although mice were able to entrain to a T=22.5 and T=27 hour light/dark cycles, there was misalignment between the endogenous rhythms and the external environment; mice that entrained to the shorter period had a phase delay and mice that entrained to a longer period had a phase advance in locomotor activity and body temperature rhythms relative to the onset of night (120). The amplitude of the SCN and corticosterone rhythms in mice with the 22.5 hour T-cycle were reduced, but the peripheral tissues produced robust rhythms with the phase consistent with the locomotor activity and physiological rhythms (120). Interestingly, although the peripheral organs seem to be aligned with each other, mice with the 22.5 hour T-cycle showed cardiac dysfunction that include slowed heart rate and lengthened cardiac conduction parameters. Additionally, amplitude and phase of various physiological output genes were altered from mice
entrained to the T=22.5 cycle relative to mice entrained to the T=24 cycle (120). Moreover, slowed heart rate was seen in mice switched from the 24 hour light/dark cycle to constant light and in 24 hour T-cycle mice that had a 2 hour light pulse early in the active phase (120). These findings suggest that misalignment of endogenous rhythms to the external environment, due to aberrant light cycle exposure, can lead to cardiac dysfunction.

Several methods have been used to assess re-entrainment or resetting of the SCN, behavior and peripheral tissues in rodent models (62, 122-124). Studies to investigate resetting are performed by measuring gene expression from a population of animals (121, 125, 126), or by collecting explants from reporter mice and monitoring rhythmic reporter expression in vitro (53, 62, 127). A small number of studies also assessed oscillator re-entrainment directly by monitoring reporter rhythms from animals in vivo (128-131).

Phase-resetting studies provide information on the time it takes for the circadian system to reset after a phase shift, as well as determine the impact of the shift on endogenous rhythms by placing the rodent in constant darkness after a phase shift (124). Yamaguchi et al. showed that mice were able to reset their locomotor activity faster, after an 8 hour delay in the light/dark cycle, compared to when the phase was advanced 8 hours (122). This study, along with others (62, 132, 133), provided the evidence that behavioral rhythms reset slower when the light/dark cycle is advanced rather than delayed. Mice in the process of resetting their endogenous phase to the new environmental phase are considered “jet
lagged”, and chronic jet lag specifically in aged mice, can result in increased mortality rate (134).

Phase resetting can be seen in locomotor behavior, but is also apparent via assessing gene expression and, in reporter lines, bioluminescence rhythms. For example, studies measuring clock gene rhythms from dissected tissues after a phase shift show similar results in phase resetting as in locomotor activity (i.e. clock gene rhythms shift slower when phase is advanced compared to a phase delay) (121).

As far as monitoring phase resetting via bioluminescence, tissues can be dissected from phase-shifted reporter rodent lines and exposed to luciferin in vitro to measure their bioluminescence rhythms in real-time, unlike looking at gene rhythms where it is only a snapshot of the rhythm (126). One of the issues with monitoring bioluminescence rhythms in vitro is that dissection may reset the clock, especially following phase shifts (123, 135). Thus, monitoring in vivo bioluminescence rhythms is critical for our understanding of resetting after a phase shift. Mei et al. showed that tissue phase resetting can be monitored in freely moving mice (129). By injecting a fluorescent reporter, specifically in the VIP neurons of the SCN in mice that had a phase shift, phase resetting of the VIP neurons could be monitored over time (129). Although this technique of monitoring phase resetting in specific cells of freely moving mice was a tremendous step forward in understanding circadian disruption in vivo, this approach is very invasive as it requires surgery for viral delivery. Another study,
from the Schibler lab, showed resetting of the liver in freely moving mice after tail vein injection of Adv-Bmal1-Luc virus and an intraperitoneally (i.p) injection of Luciferin (130). This model was able to successfully monitor bioluminescence rhythms in the liver of freely moving mice, however using the tail vein method only infects liver hepatocytes, and so monitoring phase resetting in other tissues is not be feasible with this method (130). Therefore, a mouse model that can monitor specific tissues and cell types in vivo, in a less invasive and more feasible manner, is necessary.

1.5.3 The use of Reporter Genes for Studying Circadian Rhythms

The ability to longitudinally monitor circadian rhythms has made it possible to observe how dynamic the circadian system is (136). Monitoring circadian rhythms using a gene reporter dates back to the early 1990s in which bioluminescence rhythms were observed in plants and cyanobacteria. Steve Kay and his group created transgenic plants that had a luciferase gene fused to a rhythmic gene (137). They were able to detect bioluminescence rhythms in intact plants. Moreover, Kondo et al. expressed a luciferase reporter gene in cyanobacteria to monitor circadian rhythms, and by doing this, discovered that cyanobacteria have similar circadian rhythms to eukaryotes (138). Brandes et al. studied the transcriptional regulation of per in Drosophila melanogaster by monitoring bioluminescence originating from a luciferase gene fused to per (139).
Bioluminescence allowed recognition of widespread, functionally independent and entrainable circadian clocks (140).

Investigators utilized clock genes *Per1* and *Per2* as reporters to monitor circadian rhythms in mammalian cell culture and mammals. Due to the widespread expression of *Per1* and *Per2*, these clock genes were good candidates to use as reporters. Monitoring circadian rhythms via bioluminescence output has provided insight on how these molecular clock genes function. For example, monitoring transgenic mice that express *luciferase* under the promoter of *Per1* showed not only bioluminescence rhythms within the SCN but also uncovered a possible post-transcriptional regulation mechanism of endogenous *Per1*, after administering a 6 hour light pulse in the early subjective day (141). The reporter approach was also demonstrated by Yamaguchi et al. where by infusing luciferin in a lateral ventricle and inserting an optical fiber that is attached to a photon counter, above the SCN of a *Per1-luciferase* mouse, they were able to monitor SCN bioluminescence rhythms in the intact brain (142).

Gene reporters can also shed light on the phase response to environmental factors. Yamazaki et al. generated transgenic rats that express *luciferase* under the control of the *Per1* promoter. After advancement or delay of the light/dark cycle, the SCN resets at a faster rate than peripheral tissues when observed in tissue culture (62). Central and peripheral oscillators shifting at different rates leads to internal desynchrony and misalignment. Although this was a novel
finding, the fact that dissection can reset the circadian clock should still be taken into consideration.

Per2's promoter fused to luciferase also allowed assessment of bioluminescence rhythms in mouse fibroblast cells, which suggest that rhythms in peripheral cells are cell-autonomous (136). Although clock gene promoters are sufficient to produce bioluminescence rhythms, the most widely used reporter model is the PERIOD2::LUCIFERASE (PER2::LUC) mouse that expresses PER2 and LUCIFERASE as a fusion protein. The advantage of PER2::LUC is that it can produce persistent rhythms in peripheral organs as compared to the Per1-luciferase tissues where their rhythms damp relatively faster (53, 62). The persistent rhythms seen in PER2::LUC tissues and the damped rhythms seen in Per1-Luciferase tissues suggest the absence of regions in the full protein that is promoting rhythm sustainability, or enhancer regions that promote persistent rhythms are absent, respectively (53). PER2::LUC rhythms can also be monitored in vivo using the in vivo imaging system (IVIS) (38, 143). Shibata’s group used IVIS imaging to assess resetting of peripheral tissues after various interventions including restricted feeding, warm baths, different diets, and drugs (74, 131, 143, 144). IVIS imaging is a common technique that we use in the laboratory (38). Other bioluminescence reporters include Cry1-luciferase and Bmal1-luciferase which also can produce bioluminescence rhythms (136).

In addition to bioluminescence reporters, investigators used fluorescent reporters to monitor circadian rhythms (59, 129, 145-149). Douglas McMahon's
group used the *Per1-EGFP* reporter to monitor rhythms in cells of the mouse SCN and found that expression of *EGFP*, driven by the *Per1* promoter, was sufficient to view gene expression dynamics within clock neurons (145). The advantage of using fluorescent reporters is that it is easier to view subcellular protein localization as fluorescent reporters are quite bright (146, 150). For example, by utilizing the fluorescence reporter *PER2::VENUS*, Smyllie et al. showed that PER2’s mobility and nuclear localization are regulated by casein kinases (146). Additionally, there are many reporter colors to choose from, thus viewing co-localization of two different proteins is more feasible than bioluminescence reporters (150). One of the disadvantages of using fluorescent proteins is that the GFP half life is longer than the half life of luciferase (151), which can be problematic when measuring rhythms. Additionally, fluorescent proteins can produce high background which can confound the study (152). Nevertheless, the circadian field has not only used *Per1-EGFP* transgenic mice to monitor rhythms, but also *Per2-GFP* expressing human fibroblast cells to investigate the role of clock genes in autophagy regulation (153). Transgenic animal reporters are not the only source for monitoring bioluminescence rhythms; viral-mediated delivery of luciferase or fluorescence-encoded reporters has proved to be an efficient approach for viewing rhythms *in vivo*, especially for viewing cell-type specific rhythms in the SCN (129). The disadvantage with using a viral-mediated approach is that surgery is necessary, whether for delivering the virus in the brain or optical fiber implantation (129). This approach is much more
technically difficult and time consuming as compared to using transgenic animals.

1.6 Albumin D-element binding protein (Dbp)

Genes such as Bmal1, Npas2, Clock, Per, and Cry are a part of the core molecular clock and disruption of all members within these gene families may result in altered circadian rhythmicity (Table 1.1). In contrast, rhythmic genes such as Dbp do not play such a significant role in maintaining the molecular clock, although it does oscillate and regulate downstream functions, thus ensuring certain physiological processes are occurring at the correct times. Dbp is a PAR basic leucine bZIP transcription factor that binds to gene promoters to regulate transcription. Dbp is widely expressed, with high levels in the liver. Some of the genes that Dbp modulate are involved in regulating metabolism and the oncotic pressure in blood, such as, the 15 alpha-hydroxylase (CYP2A4) and coumarin 7-hydroxylase (CYP2A5) enzymes (154), and albumin (155), respectively. In vitro studies by Yamajuku et al. showed that Dbp is critical for determining the period length of the clock (156). Indeed, knockout of Dbp in mice resulted in a shorter period, however their locomotor activity rhythms were still intact (157). These findings suggest that DBP is not required for circadian rhythms, but is important for determining the period of the clock and modulating circadian gene output.
1.7 Scope of Thesis

Over the years the field of circadian rhythms has expanded our knowledge of the mechanisms that control circadian rhythms and how disruption of these rhythms can negatively affect human health. Although transgenic animal models that report widespread bioluminescence rhythms have been essential for identifying the organ-level impact of circadian disruption, the current models cannot resolve tissue- or cell-specific period or phase differences, in vivo. This is a major shortcoming when trying to discern resetting rates between the central pacemaker and specific peripheral organs within the whole animal. To circumvent this, we have developed a conditional mouse model that enables monitoring of circadian bioluminescence rhythms in a tissue- and cell-type specific manner, in vivo and in SCN slice culture. The mouse line was generated by CRISPR-Cas9 editing, through which a reporter construct was knocked into the fourth exon of the Dbp locus. The reporter construct contains a floxed destabilized GFP upstream from a luciferase reporter gene, so that after Cre-mediated recombination, the destabilized GFP is deleted and Dbp and luciferase RNA sequences are expressed as a single transcript. Without Cre-recombination, Dbp and GFP RNA sequences are expressed as a single transcript. The construct also contains a T2A linker that allows for separation of DBP from the reporter protein (GFP or LUCIFERASE). The Dbp locus was chosen for manipulation as it is widely and rhythmically expressed in virtually all tissues, it is not necessary for circadian rhythms, and it has high amplitude in
peripheral tissues such as the liver (157-159). This conditional mouse model will be the first of its kind for measuring bioluminescence rhythms in specific tissue- and cell-types, *in vivo*, which will provide a new approach for studying circadian disruption.
CHAPTERS II and III

Generation and validation of a conditional reporter mouse line for studying circadian rhythms

Ciearra B. Smith¹,², Vincent van der Vinne¹, Adam C. Stowie³, Mary E. Harrington⁴, Tanya Leise⁵, Christopher M. Lambert¹, Alec J. Davidson³, Robert Dallmann⁶, and David R. Weaver¹,²

¹Department of Neurobiology, ²Graduate Program in Neuroscience, UMass Medical School, Worcester, MA, USA, ³Neuroscience Institute, Morehouse School of Medicine, Atlanta, GA, USA, ⁴Neuroscience Program, Smith College, Northampton, MA, USA, ⁵Department of Mathematics and Statistics, Amherst College, Amherst, MA, USA, ⁶MRC Doctoral Training Program in Interdisciplinary Biomedical Research and Warwick Medical School, University of Warwick, UK

Author Contributions

D.R.W and R.D were involved in the conception of the project. D.R.W generated the non-conditional and conditional reporter mice. C.B.S performed northern blot experiments and analyses. D.R.W performed locomotor behavioral assays and analyses. C.B.S and D.R.W performed in vitro and ex vivo bioluminescence experiments and analyses. V.V conducted in vivo bioluminescence rhythm experiments and analyses, as well as helped with the in vitro analyses. M.H and T.L performed ambulatory experiments and V.V helped with analyses. A.D and A.S performed SCN cell-type specific bioluminescence rhythm experiments and T.L did the analyses. C.B.S wrote Chapters II and III, with editing from D.R.W.
Animals and Housing Conditions

All procedures and experiments were reviewed and approved by the Institutional Animal Care and Use Committee (IACUC) of the University of Massachusetts Medical School, Smith College, and Morehouse School of Medicine. Since some of the animal experiments were performed at other institutions, statements indicating approval of the IACUCs Unless otherwise noted, animals were maintained in a 12h light: 12h dark (LD) lighting cycle with access to food (Prolab Isopro RMH3000; LabDiet) and water available \textit{ad libitum}. Zeitgeber Time (ZT) refers to time relative to the lighting cycle. ZT 0-12 is the light phase and ZT 12-24 is the dark phase.

Cre recombinase-expressing lines were obtained from the Jackson Labs and were crossed to mice bearing the conditional ($Dbp^{Kh}$) reporter allele to generate mice expressing luciferase in specific cells or tissues. The following Cre lines were used:

- **Albumin-Cre** (B6.Cg-Speer6-psI/GL(-Cre)21Mgn/J ; JAX 003574), **AVP-IRES2-Cre** (B6.Cg-Avp^{tm1.1(Cre)Hze}/J; JAX 0023530), and **NMS-Cre** (Tg(Nms-iCre)^{20Ywa}, JAX 027205). These lines direct Cre recombinase expression to hepatocytes, neurons expressing arginine vasopressin, and neurons expressing neuromedin S, respectively. Whole-body deletion of the floxed GFP was achieved by crossing
the conditional reporter allele to a female *Prx-1Cre* mouse (B6.Cg-Tg(Prrx1-Cre)1Cjt/J; JAX 005584). This caused germline deletion of the floxed GFP, resulting in widespread expression of luciferase from the *Dbp* locus.

Founder PER2::LUC mice with an in-frame fusion of firefly luciferase to PER2, and an SV40 polyadenylation signal (60, 160) were generously provided by Dr. Joseph Takahashi, University of Texas Southwestern Medical School, Dallas. This line was maintained by backcrossing to C57BL/6J mice (JAX 000664).

**CRISPR/Cas9 targeting the *Dbp* locus**

The mutant allele was generated by CRISPR/Cas9 mediated engineering of the *Dbp* locus. The targeting construct consisted of a 5’ homology arm terminating just 5’ of the *Dbp* stop codon followed by in-frame sequences encoding a T2A linker, LoxP, GFP with the bovine growth hormone polyadenylation signal, LoxP, and Luc2 followed by the 3’-UTR of Dbp (3’ homology arm). C57BL/6J blastocyst were microinjected with the donor construct, short guide RNAs (MmDBPki_gR49f 5’ GCCCAGCATGGGACACTGTGAGG 3’ and MmDBPki_gR69f 5’ AGGCCACCTCCACCCTGCCAGGG 3’), Cas9 mRNA and (in the successful injection set) with Cas9 protein and an inhibitor of non-homologous end-joining (SCR7). A total of 51 mice were generated. Two putative founders were identified using a primer pair internal to the construct (primer pair C, see Table 2.1).
Primer pairs consisting of a primer in flanking DNA, external to the construct, and a primer within the construct were used to confirm that one of these animals had the desired targeting event (primer pairs F and H spanned the 5' and 3' ends, respectively). Genomic DNA from this mouse was then amplified using a primer pair flanking the entire construct; sequencing the product confirmed the construct was inserted properly, in vivo. The founder carrying the targeted (knock-in or \(Dbp^{KI}\)) allele and its offspring were backcrossed to C57BL/6J mice (JAX 000664) for three generations before any intercrossing to reduce off-target mutations. All Cre-expressing lines were on the C57BL/6J background.

To generate mice with germline deletion of GFP (and thus leading to expression of luciferase) throughout the body, a male \(Dbp^{KI/+}\) was bred to a \(Prrx1-Cre\) female (JAX 005584), which we had on hand and which produces germline deletion of floxed alleles at high frequency. Several mice bearing the newly generated \(Dbp^{Luc}\) allele were identified and backcrossed to C57BL/6J, selecting against the \(Prrx-Cre\) allele.

**Genotyping**

Genotyping was performed by PCR amplification of DNA extracted from ear punches. Amplification products were separated by agarose gel electrophoresis. Genotyping protocols for Cre recombinase and PER2::LucSV have been published previously (38, 40). A primer set (“4A”) capable of detecting all possible \(Dbp\) allele combinations was used for colony genotyping; each of the
three possible alleles ($Dbp^+$, $Dbp^{Kl}$, $Dbp^{Luc}$) produces an amplicon of different size with this primer set. Primer sets are listed in Table 2.2.

**Generation of Digoxigenin (DIG) DNA Probes and Northern Blot Assay**

DIG-labeled DNA probes were generated by PCR in reactions containing 28 µM of DIG-labeled UTP following the manufacturer’s protocol (59). Primer sets for PCR amplification are listed in Table 2.3.

WT, $Dbp^{Kl/+}$, $Dbp^{Kl/Kl}$, $Dbp^{Luc/+}$, and $Dbp^{Luc/Luc}$ mice were euthanized by Euthasol injection and liver tissue was collected at 4-h intervals (ZT 2, 6, 10, 14, 18, 22). RNA was isolated from the liver tissue by Trizol extraction (Ambion). RNA was quantitated by Nanodrop. Five micrograms per lane was separated by electrophoresis on a 1.2% formaldehyde gel. RNA was transferred to a nylon membrane (59) and cross-linked by UV exposure. Blots were prehybridized, probed and detected following the manufacturer’s protocol (59), bagged and exposed to X-ray film.

**Assessing Locomotor Activity Rhythms**

Male and female mice of five genotypes (WT, $Dbp^{Kl/+}$, $Dbp^{Kl/Kl}$, $Dbp^{Luc/+}$, and $Dbp^{Luc/Luc}$) were transferred to the experimental room and single-housed with a running wheel. Animals had access to food and water *ad libitum*. Running-wheel activity was monitored using Clock collection software (Actimetrics). Mice were entrained to a 12-h light/12-h dark cycle for 18 days, then were placed into
constant darkness for 15 days. The free-running period for each animal was
determined on days 4-15 in DD by periodogram analysis using ClockLab analysis
software.

**Ex Vivo Imaging of Widespread Bioluminescence Signal**

PER2::LUC/+ and $Dbp^{Luc/+}$ mice were anesthetized with isoflurane and
injected with D-luciferin (i.p., 100 µl at 7.7 mM, Gold Biotechnology) at peak
phase of expression, ZT 18 and ZT 11, respectively. Mice were euthanized, and
tissues were dissected and imaged using the IVIS-100 imaging system (Xenogen
Imaging Technologies) of the University of Massachusetts Medical School Small
Animal Imaging Core Facility.

**Bioluminescence Recordings from Tissue Explants**

Tissue explants were prepared late in the afternoon from PER2::LUC/+ and $Dbp^{Luc/+}$ mice housed on a 12-h light/12-h dark lighting cycle. Mice were
deply anesthetized with Euthasol and decapitated. Tissues were dissected and
immediately placed in ice-cold 1X HBSS (Gibco). Pituitary gland was subdivided
into 4 sections (~2mm$^3$) with a scalpel and each piece was cultured separately.
Lung explants were placed three per dish. Up to three replicate dishes were
studied per tissue per animal. Explants were placed on sterile 35-mm Millicell
culture plate inserts (Millipore) in a sealed petri dish containing air-buffered
bioluminescence medium (161) plus luciferin (100 µM) (Gold Biotechnology) and
incubated at 32°C. Bioluminescence was measured from each dish for 1 minute every 15 minutes using a Hamamatsu LM-2400 luminometer.

Bioluminescence records were analyzed to determine period and phase. The first 12-h were discarded to exclude acute responses to explant preparation. Photon counts were smoothed to a 3-h running average and baseline subtracted using a 24-h running average. Circadian period was determined from the average of the period between each peak, trough, upward crossing and downward crossing between 24 and 88 hr of recording for each record. Phase was calculated as the clock time of the first peak in the background-subtracted data. Tissues from mice of the two genotypes were studied together in each run.

**IVIS Imaging of In Vivo Bioluminescence Rhythms and Tissue Signal**

IVIS bioluminescence imaging was performed as previously described (38). Alb-Cre\textsuperscript{+}, Dbp\textsuperscript{K\textsubscript{i}+/}, Dbp\textsuperscript{Luc/+}, and PER2::LUC/+ mice were anesthetized with 2% isoflurane (Zoetis Inc.) and skin covering the liver, kidneys and submandibular glands was shaved. Mice were injected with D-luciferin (i.p., 100 µl at 7.7 mM, Gold Biotechnology) and Dorsal (9 minute post-injection) and Ventral (10.5 post-injection) images were captured from each animal using the IVIS-100 imaging system (Xenogen Imaging Technologies) of the University of Massachusetts Medical School Small Animal Imaging Core Facility. To assess bioluminescence rhythms, anesthesia, luciferin injection and imaging was repeated at 4-8 hour intervals over approximately 30 hours. Experiments to
localize the source of bioluminescence utilized a single injection of luciferin at the time of the expected peak bioluminescence, followed by euthanasia and dissection.

IVIS images were analyzed using Caliper Life Sciences’ Living Image software (version 4.4). Region of Interest (ROI) for each mouse was determined and analyzed as previously described (38).

**Ambulatory Bioluminescence Rhythms in Liver Reporter Mice**

Bioluminescence was measured in freely moving Alb-Cre$^+$; Dbp$^{Kl/+}$ reporter mice using the “Lumicycle In Vivo” system (Actimetrics). Each unit contained two PMTs (Hamamatsu H8259-01), and programmable LED lights. A programmable shutter blocked the PMTs during periods of light exposure and to measure ‘dark counts’. Each 1-minute dark-count value was subtracted from the counts recorded during the subsequent 14 minutes to obtain the background-corrected count values, to compensate for the effect of temperature fluctuations on PMT signal. Locomotor activity was recorded using passive infrared motion sensors and Clocklab software (RRID:SCR_014309). Animals were checked daily at varied times using an infrared viewer (Carson OPMOD DNV 1.0), or goggles (Pulsar Edge Night Vision Goggles PL75095).

Mice previously housed in 12L:12D were entrained to a skeleton photoperiod (SPP) consisting of four 1-hour light pulses. We used a lighting cycle in which there was illumination during 4 1-hour blocks of the light phase in the
preceding lighting cycle. A skeleton photoperiod was used, as periods of darkness are needed to record bioluminescence. Pulses occurred from ZT 0-1, 2-3, 9-10, and 11-12, so the first and last hours of light in SPP coincided with light onset and offset, respectively in the full photocycle. (e.g., 1L:1D:1L:6D:1L:1D:1L:12D). On the seventh day of SPP entrainment, mice were given analgesics (0.05 mg/kg Buprenorphine and 2.0 mg/kg Meloxicam), anesthetized with 3% isoflurane, shaved from hips to shoulders, and a primed mini-osmotic pump (Alzet Model 1002, 0.25µl per hour, 14 day) containing D-Luciferin (100 mM dissolved in PBS) was implanted subcutaneously. Mice were returned to their cages with a warming disc and were provided soft food during the first 24 hours of recovery. Animals were placed into the LumiCycle In Vivo unit 2.5 days after surgery.

To perform long-term and minimally invasive recording of bioluminescence rhythms, delivering the substrate in the drinking water would be ideal. Bioluminescence rhythms recorded from animals administered luciferin in the drinking water could reflect a combination of the temporal pattern of water (and substrate) intake and rhythmicity of luciferase. To determine whether rhythmic substrate intake influences the pattern of bioluminescence, we compared the time of peak bioluminescence between animals receiving continuous administration of substrate (by subcutaneous osmotic mini-pump) with trials in which the same mice receiving luciferin in the drinking water (2 mM) and implantation of a PBS-filled osmotic pump, with the method of administration
being counterbalanced. The circadian phase of peak bioluminescence was determined relative to the peak of locomotor activity by wavelet analysis on the first day in constant darkness.

Additional studies were conducted to assess re-entrainment of the bioluminescence rhythms after a shift of the light-dark cycle. Animals previously entrained to a full 12L:12D lighting cycle were transferred to the skeleton photoperiod described above for several days before study. Skeleton photoperiod lighting conditions were either maintained at the initial phase or advanced by 6 hr. Phase of bioluminescence and locomotor activity rhythms were determined for each day, for each animal, and are expressed as mean and +/- SEM for the group on each day.

Ambulatory bioluminescence data were analyzed using RStudio. A discrete wavelet transform (DWT) was applied to each time series to detrend and to calculate the time of peaks using the wmtsa R package (https://cran.r-project.org/web/packages/wmtsa/index.html), as described (162, 163). The S12 filter was applied on 15-min median binned data; medians were used to reduce the effect of large outliers. Data before the first trough and after the last trough were discarded to avoid edge effects. The peak phase of both the locomotor activity rhythms and bioluminescence rhythms were normalized to day 2 and the average relative peak phase was calculated for each day. Statistical analysis of resetting between locomotor activity rhythms and bioluminescence rhythms were done using a General Linear Model.
Bioluminescence Imaging of SCN explants

Coronal sections containing SCN from *NMS-Cre; DBP<sup>Ki/+</sup>, AVP-IRES-CRE; DBP<sup>Ki/+</sup>, and DBP<sup>Luc/+</sup> mice were dissected, cultured, and imaged as reported in Evans et al., 2011 (164). Briefly, sections containing SCN (150 μm) were collected from adult mice, cultured on a membrane (Millicell CM; Millipore) in 1.2 mL of air-buffered media containing 100 μM luciferin (Gold Biotechnology), and imaged for 5 days using a Stanford Photonics XR/MEGA-10Z cooled intensified charge-coupled device camera.

Rhythmic parameters of luciferase expression were calculated for each slice and for cell-like regions of interest (ROIs) within each slice using computational analyses in MATLAB (R2018a, MathWorks) as described previously (165). Briefly, to locate and extract data from cell-like ROIs, we employed an iterative process identifying clusters of at least 20 bright pixels after background and local noise subtraction (through application of a 2D wavelet transform using Wavelab 850, (https://statweb.stanford.edu/~wavelab/) of a slice image summed across 24 h of bioluminescence. To extract time series for the ROI’s, each image in the sequence was smoothed via convolution with a Gaussian kernel applied to 12x12-pixel regions and reduced from 512x640 resolution to 256x320. A discrete wavelet transform (DWT) was applied to each time series to remove the trend and to extract the circadian and noise components using the *wmtsa* toolbox for MATLAB (https://atmos.uw.edu/~wmtsa/). The criteria for circadian rhythmicity in the ROI
time series were a peak autocorrelation coefficient of at least 0.2, a circadian component peak-to-peak time between 18 and 30 h, an amplitude above baseline noise (standard deviation of noise component), and a cross-correlation coefficient of at least 0.4 with an aligned sine wave over a 48h window. Peaks of the DWT circadian component were used to estimate peak time of each ROI. Rhythmicity index (RI) is the peak in the autocorrelation of the DWT-detrended time series, corresponding to a lag between 16 hours and 36 hours. RI was calculated as previously described (166).
Table 2.1 Confirming the targeted *Dbp* locus

<table>
<thead>
<tr>
<th>Primer Pair</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primer pair C</strong>&lt;br&gt;(Internal to the construct; forward in GFP, reverse in Luc2)</td>
</tr>
<tr>
<td>Forward</td>
</tr>
<tr>
<td>Reverse</td>
</tr>
<tr>
<td><strong>Primer pair F</strong>&lt;br&gt;(Forward in intron 3 outside construct, reverse in T2A sequence)</td>
</tr>
<tr>
<td>Forward</td>
</tr>
<tr>
<td>Reverse</td>
</tr>
<tr>
<td><strong>Primer Pair H</strong>&lt;br&gt;(Forward in Luciferase, reverse in 3- UTR outside construct)</td>
</tr>
<tr>
<td>Forward</td>
</tr>
<tr>
<td>Reverse</td>
</tr>
</tbody>
</table>
### Table 2.2 Genotyping primer sets

<table>
<thead>
<tr>
<th><strong>Primer Pair ‘confirm’</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(External to and spanning the entire construct)</td>
<td></td>
</tr>
<tr>
<td>(Forward in intron 3, reverse in 3'-UTR; both outside the construct)</td>
<td></td>
</tr>
<tr>
<td>Forward</td>
<td>5‘--GATGTGTGCTCTAACAAAGCTGGAGC--3’</td>
</tr>
<tr>
<td>Reverse</td>
<td>5‘--AAGCCACAAGCCTGAACGAGC--3’</td>
</tr>
</tbody>
</table>

**Dbp Primer set 4A:**
(Common forward primer in exon 4, allele-specific reverse primers)

| Forward | 5‘--TGCTGTGCTTTTCACGCTACCAG--3’ |
| Reverse in GFP | 5‘--AGTCGTGTGCTTTCATGTGGTCG--3’ |
| Reverse in Luc2 | 5‘--TCGTTGTAGATGTGGTGCTGG--3’ |
| Reverse in 3’-UTR | 5‘--TCAGGATTGTGGATGGAGGC--3’ |

**Primer set Clock/Cre**
{Clock J (internal control) plus Cre-370}

<p>| Cre forward | 5‘--ACCTGAAGATTTTCGCGATTATCT--3’ |</p>
<table>
<thead>
<tr>
<th>Primer Set</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cre reverse</td>
<td>5′–ACCGTCAGTACGTGAGATATCTT–3′</td>
</tr>
<tr>
<td>Clock Forward</td>
<td>5′–GCAAGAAGAAGAAATTCAAGAGCAA TTCAAGATGCTTGCTCAAGGGGCTACAGTT–3′</td>
</tr>
<tr>
<td>Clock Reverse</td>
<td>5′–TAGTGCCCTAGATGCGCCCTTGTGG–3′</td>
</tr>
<tr>
<td>Per2::LUCIFERASE(167)</td>
<td></td>
</tr>
<tr>
<td>Per2 Common Forward</td>
<td>5′–CTGCGAGAGTGAGGAGAAAGGC–3′</td>
</tr>
<tr>
<td>Per2 WT Reverse</td>
<td>5′–GGATTTTCCTCCTAAACCTCCC–3′</td>
</tr>
<tr>
<td>Luc-specific Reverse</td>
<td>5′–GTAGATGAGATGTGACGAACG–3′</td>
</tr>
</tbody>
</table>

**Table 2.3 Primer sets for DIG-labeled probe generation**

<table>
<thead>
<tr>
<th>Gene</th>
<th>Primer Set</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actin</td>
<td>Forward</td>
<td>5′–TCAGAAGGACTCCTATGTGGG–3′</td>
</tr>
<tr>
<td></td>
<td>Reverse</td>
<td>5′–GATCCACACAGAGTACTTGC–3′</td>
</tr>
<tr>
<td>Dbp</td>
<td>Forward</td>
<td>5′–AATGACCTTTGAACCTGATCCC–3′</td>
</tr>
<tr>
<td></td>
<td>Reverse</td>
<td>5′–TCACAGTGTCCTAGCTGGG–3′</td>
</tr>
<tr>
<td>GFP</td>
<td>Forward</td>
<td>5′–CTGAAGTTCATCCTGCACCACCC–3′</td>
</tr>
<tr>
<td></td>
<td>Reverse</td>
<td>5′–GTGCTCAGGTAGTTGTTGTCGG–3′</td>
</tr>
<tr>
<td>Luc2 (Luciferase)</td>
<td>Forward</td>
<td>5′–GCTTCGAGGAGGAGCTATTTCTGC–3′</td>
</tr>
<tr>
<td></td>
<td>Reverse</td>
<td>5′–CAGCAGGATGCTCTCCAGTTGG–3′</td>
</tr>
</tbody>
</table>
CHAPTER III

Results

Generation of conditional and non-conditional Dbp reporter mice

CRISPR/Cas9 genome editing was used to introduce a bifunctional reporter into the mouse Dbp locus (Fig 3.1). Dbp was chosen as it is widespread and rhythmically expressed, as well as, knockout of this gene does not result in arrhythmicity (157). The reporter was engineered at the stop codon of Dbp, and consists of a T2A sequence (to allow expression of separate proteins from a single transcript (168)), GFP sequence flanked by loxP sites, and a downstream luciferase gene. In the absence of Cre-mediated recombination, DBP and GFP are expressed as separate proteins. After Cre-mediated recombination, the floxed GFP is removed, and luciferase is expressed from the Dbp locus, as well as Dbp itself. Sequencing of genomic DNA and the results below confirm successful generation of the reporter allele and the Cre-dependence of luciferase reporter activity.

Dbp transcript and circadian locomotor activity rhythms are not altered in reporter mice

For a reporter line to be useful in analysis of circadian rhythmicity, the genomic manipulation must not by itself alter circadian rhythms. To verify this for our newly generated reporter line, we assessed the integrity and rhythmicity of the Dbp transcript and determined the free-running period of locomotor activity
rhythms in constant darkness. WT, Dbp<sup>KI/+</sup>, Dbp<sup>KI/KI</sup>, Dbp<sup>Luc/+</sup>, and Dbp<sup>Luc/Luc</sup> mouse lines were used for these analyses. Dbp<sup>KI/+</sup> and Dbp<sup>KI/KI</sup> are reporter lines that express a GFP-containing transcript either on one allele or both, and the Dbp<sup>Luc/+</sup> and Dbp<sup>Luc/Luc</sup> express a Luciferase-containing transcript.

RNA was isolated from livers collected at 4-h intervals over 24-h from male WT and reporter mice. Northern blots were prepared and probed for Dbp and Actin (loading control). Blots were generated and probed for GFP and luciferase to confirm the identity of the bands (data not shown).

As expected, transcript sizes were different for the various alleles, with GFP-containing transcripts and Luciferase-containing transcripts migrated more slowly than WT transcripts (Fig. 3.2a). Peak levels of Dbp expression occurred at ZT 10 in all genotypes, as expected based on previous studies (157, 158) (Fig. 3.2b, 3.2c, 3.2d). Comparison of the band intensity between WT and reporter-containing transcripts within heterozygous animals indicates that the signal intensity for the two bands was comparable; strongly suggesting that transcript regulation was not dramatically altered by the reporter sequences (Fig. 3.2e).

To ensure that free-running rhythms were not disrupted, WT and reporter mice were entrained to a 12-h light/12-h dark cycle and then placed into constant darkness (DD). The free-running period lengths in DD did not differ significantly between WT and reporter mice of either sex (Fig. 3.3), suggesting that incorporation of the reporter sequences into the Dbp locus did not alter circadian locomotor activity rhythms.
Figure 3.1 The luciferase reporter construct

The luciferase reporter construct contains a destabilized GFP with an artificial polyadenylation site (PA), flanked by loxP sites. Downstream of GFP is a luciferase reporter gene. Without Cre-mediated recombination Dbp and GFP are expressed as a single transcript. With Cre recombination Dbp and luciferase are expressed as a single transcript. The T2A linker allows for separation of DBP from the reporter proteins (GFP or LUCIFERASE).
Figure 3.2 *Dbp* rhythms are not altered in reporter mice

**A.** Representative Northern Blot of *Dbp* mRNA collected from WT and reporter mouse liver at ZT 2 and 10. For each genotype, there are two samples at ZT 10 and one sample at ZT 2. **B.** and **C.** Representative Northern Blots of *Dbp* mRNA collected from WT and reporter mouse liver at each ZT shown. **D.** Quantification of *Dbp* mRNA levels relative to *Actin* mRNA levels. Results are expressed as percent of the peak within each of 6 blots. **E.** Quantification of the *Dbp* reporter allele intensity as a percentage of the WT allele in individual *Dbp**KI/+* and *Dbp*Luc/+ reporter mice. Results are expressed as percentage of the WT allele from 3 ZT 10 samples per genotype. One-sample t-tests (vs 100%) were used for statistical analyses. ns, *p > 0.05, *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.
**Figure 3.3 Reporter mice do not have altered period**

**A.** Representative single-plotted actograms of WT and reporter mice entrained to a 12-h light/12-h dark cycle. After entrainment, mice were placed in constant darkness to measure their free-running period. Period of light exposure are indicated by yellow shading.  

**B.** Quantification of the period of male and female WT and reporter mice. Data are expressed as the mean + SEM. Sample size is located inside each bar. One-way ANOVA’s with Dunnett’s test were used for statistical analysis. p>0.05 for each sex.
**Dbp<sup>Luc/+</sup>** reporter mice have widespread bioluminescence signal

To rapidly assess the anatomical extent of luciferase expression in **Dbp<sup>Luc/+</sup>** reporter mice, we performed *ex vivo* IVIS imaging. PER2::LUC/+ mice were included as a positive control. Mice were injected with luciferin (i.p) at the anticipated time of peak expression (ZT 11-12 for **Dbp<sup>Luc/+</sup>**, ZT16-18 for PER2::LUC/+ mice). Ten minutes after substrate injection, mice were euthanized, dissected and tissues were spread out to localize bioluminescence signal. Widespread bioluminescence signal was apparent in both **Dbp<sup>Luc/+</sup>** and PER2::LUC/+ reporter mice (Fig. 3.4). The data are displayed as two replicate images. These data show the capability of the **Dbp<sup>Luc/+</sup>** reporter line to produce robust bioluminescence signal, *ex vivo*.

**Dbp<sup>Luc/+</sup>** reporter mice have rhythmic bioluminescence in pituitary and lung tissue explants

Reporter mice such as the PER2::LUC/+ have been used to monitor tissue rhythms *in vitro* (53). In a number of mouse tissues, **Dbp** gene expression peaks earlier than **Per2** (158, 169, 170). To determine if this phase difference was preserved between the reporter lines, we compared the phases of PER2::LUC/+ and **Dbp<sup>Luc/+</sup>** tissue explants *in vitro* (Fig. 3.5). Pituitary and lung were dissected from PER2::LUC/+ and **Dbp<sup>Luc/+</sup>** mice and bioluminescence rhythms were measured at 15-min intervals for 4 days. As expected, bioluminescence rhythms were observed in both pituitary and lung explants. Importantly, bioluminescence
rhythms in $Dbp^{Luc/+}$ explants peaked earlier (~ZT 12) than in PER2::LUC/+ tissue explants (~ZT 18). These data indicate that the $Dbp^{Luc/+}$ reporter line not only has in vitro bioluminescence rhythms, but also has the expected relative phase. Unexpectedly, the period of PER2::LUC/+ explants was significantly longer than the period of $Dbp^{Luc/+}$ in both tissues (Fig 3.5c). One speculation is that because PER2::LUC is a fusion protein, this can disrupt interactions between PER2 and post-translational modifiers that play important roles in modulating period.
Figure 3.4 Widespread bioluminescence signal in $Dbp^{Luc/+}$ and PER2::LUC/+ reporter mice

*Ex vivo* IVIS imaging of $Dbp^{Luc/+}$ and PER2::LUC/+ reporter mice at peak times ZT 11 and ZT 18, respectively. Mice were injected intraperitoneally with luciferin, euthanized, and organs were spread out for IVIS imaging. Bioluminescence signal was widespread in both genotypes. Images represent two different mice for each genotype. The white objects in the lower corners of the images are light artifacts. $Dbp^{Luc/+}$ image is a representative of 10 mice. PER2::LUC/+ image is a representative of 6 mice.
Figure 3.5 $Dbp^{Luc/+}$ bioluminescence rhythms from tissue explants have an earlier phase than PER2::LUC/+ rhythms in vitro

A. Representative graphs showing bioluminescence rhythms in anterior pituitary and lung of the PER2::LUC/+ and $Dbp^{Luc/+}$ mice (done in triplicate). B. Circular graphs, expressed in ZT, of in vitro bioluminescence rhythms. Dark blue circles are PER2::LUC/+ tissue explants and light blue circles are $Dbp^{Luc/+}$ tissue explants. n=12-14. To compare phase between genotypes, Watson-Williams tests were used; p<0.001 for each tissue. C. Quantification of period in PER2::LUC/+ and $Dbp^{Luc/+}$ pituitary and lung tissue explants. Sample sizes are located within each bar. To compare period between genotypes, a General linear model was used; *p<0.05 for each tissue.
**Dbp^{Luc/+}** reporter mice have widespread bioluminescence rhythms

Next, we investigated whether bioluminescence rhythms are apparent *in vivo* in Dbp^{Luc/+} mice, with PER2::LUC/+ mice included as a positive control. At 4-6 hour intervals spanning ~30 hours, mice were injected with luciferin, anesthetized and imaged at various ZTs. Mice were returned to their home cage in 12L:12D between images. Both Dbp^{Luc/+} and PER2::LUC/+ mice displayed robust bioluminescence rhythms (Fig. 3.6a,b,d), and from both reporters, the areas expressing highest levels of bioluminescence in these images were the liver, intestines, submandibular gland and kidneys. Note, however, that small tissues and those in areas not shaved would not be readily detected, with either reporter. As seen in tissue explants, the phase of Dbp^{Luc/+} was earlier than PER2::LUC/+ mice, with Dbp^{Luc/+} peaking at ZT 11 and PER2::LUC/+ peaking at ZT 17 (Fig. 3.7). The peak time of PER2::LUC/+ is also similar to what is seen in the literature (171, 172).

**Alb-Cre^+ ; Dbp^{Kl/+}** reporter mice have liver-specific bioluminescence rhythms

A tissue-specific reporter will aid in monitoring rhythms of smaller tissues that would otherwise be drowned out by the signal from larger surrounding tissues. We hypothesized that crossing the Dbp^{Kl/+} mouse to a mouse expressing Cre solely in the liver (Alb-Cre^+ ; Dbp^{Kl/+}), would lead to liver-specific luciferase
expression. After injecting luciferin intraperitoneally into Alb-Cre\(^+\); Dbp\(^{KI/+}\) (“liver reporter”) mice and capturing images at different ZTs, we observed bioluminescence rhythms only in the liver (Fig. 3.6c,d). The peak phase of the liver reporter bioluminescence rhythm is ZT 11, similar to the peak phase from several organs recorded from Dbp\(^{Luc/+}\) mice and earlier than tissues from PER2::LUC/+ mice (Fig. 3.7). The peak phase of Alb-Cre\(^+\); Dbp\(^{KI/+}\) liver bioluminescence also complements what we see at the mRNA level. Notably, \textit{ex vivo} IVIS imaging confirmed that bioluminescence signal is indeed originating exclusively from the liver (Fig. 3.8). There was no apparent bioluminescence signal in Cre-negative mice (data not shown). These data show the utility of the Dbp reporter mice in monitoring circadian rhythms in a tissue-specific manner, \textit{in vivo}. 
Figure 3.6 Representative in vivo bioluminescence rhythms

A-C. IVIS images captured at 4-6 hr intervals from a representative mouse of each genotype. A. PER2::LUC/+; B. Dbp\textsuperscript{Luc/+}; C. Alb-Cre\textsuperscript{+}; Dbp\textsuperscript{KII/+}. Ventral views (at 9 min after luciferin injection) and dorsal views (at 10.5 min after injection) are shown for each mouse. D. Plots of bioluminescence signal vs. time for the animals in Panels A-C. Curve-fitting to determine peak phase performed as described in Methods. Bioluminescence rhythms are apparent from Submandibular gland, Liver, and Kidneys of PER2::LUC/+ and Dbp\textsuperscript{Luc/+} reporter mice, and from liver of Alb-Cre\textsuperscript{+}; Dbp\textsuperscript{KII/+} mice.
Figure 3.7 Summary of peak bioluminescence

**A-C.** Circular graphs displaying ZTs of peak bioluminescence from PER2::LUC/+, \(Dbp^{Luc/+}\), and \(Alb-Cre^+; Dbp^{Kl/+}\) tissues. A. Submandibular gland, B. Kidneys, and C. Liver. n=7-10. To compare phase between genotypes for each tissue, Watson-Williams tests were used. For all comparisons PER2::LUC/+ differed from \(Dbp^{Luc/+}\) and \(Alb-Cre^+; Dbp^{Kl/+}\) significantly \((p=0.002)\). There was no significant phase difference between \(Dbp^{Luc/+}\) and \(Alb-Cre^+; Dbp^{Kl/+}\) tissues.
Figure 3.8 Liver-specific bioluminescence signal of \textit{Alb-Cre} \textendash \textit{Dbp}^{Kl/+} liver reporter mouse at peak expression time

\textit{Ex vivo} bright field (top) and IVIS (bottom) images of \textit{Alb-Cre} \textendash \textit{Dbp}^{Kl/+} liver reporter mouse. At ZT 11, the liver reporter mouse was injected with luciferin (i.p), euthanized, and organs were spread out for imaging. The bioluminescence signal is coming exclusively from the liver. Image is a representative of 10 mice.
Monitoring *in vivo* tissue bioluminescence rhythms from awake, behaving mice

Addressing issues of internal desynchrony and phase misalignment of oscillators will require monitoring the dynamics of tissue resetting over time after a phase-shifting stimulus. The use of IVIS imaging for repeated assessments of organ-level regions of interest over multiple days is feasible but requires multiple, potentially disruptive anesthesia sessions per circadian cycle and intensive effort over several cycles. IVIS imaging has generally been relegated to assessing phase of reporter gene oscillations on relatively few occasions after a shifting stimulus (143, 173). An attractive alternative is to perform long-term, non-invasive bioluminescence recordings, as pioneered by Saini et al. (130). Our development of a Cre-dependent luciferase reporter allows monitoring bioluminescence rhythms from specific tissues over long periods. Here, we show the usefulness of this reporter line for monitoring rhythms in hepatic gene expression, using *Alb-Cre ; Dbp^{KI/+} “liver reporter”* mice.

We first determined that administration of luciferin (2 mM) in the drinking water did not significantly influence the phase of recorded bioluminescence rhythms, relative to rhythms recorded from when the same mice received luciferin from an implanted mini-osmotic pump (Alzet Model 1002, 0.25 µl per hour, containing 100 mM luciferin). There was no difference in peak phase based on whether luciferin was delivered in the drinking water or by mini-osmotic pumps (ZT 8.75 +/- 0.54 and ZT 8.76 +/- 0.5, respectively; t-test, p>0.05). Thus, the presumed behavioral rhythm of substrate intake, secondary to the rhythm of
water intake, does not influence the phase of the bioluminescence rhythm from liver reporter mice; subsequent studies used luciferin administered in the drinking water.

We next assessed the rate at which hepatic bioluminescence rhythms re-entrained after a 6-hr phase advance of the skeleton photoperiod lighting cycle. Control mice remaining in the original (non-shifted) lighting regimen had a stable phase of hepatic bioluminescence, with peak bioluminescence levels occurring at the end of the circadian day (Fig 3.9). In contrast, phase-shifted mice displayed a gradual phase-advance in both locomotor activity rhythms and hepatic bioluminescence rhythms. Notably, on day 9 there is a significant difference in phase resetting between locomotor activity rhythms and bioluminescence rhythms. Locomotor activity rhythms re-entrain fully by day 10 and hepatic bioluminescence rhythms lag behind: the liver rhythms only shift substantially toward the target phase on day 7 after the shift (Fig. 3.9). This provides clear evidence for internal misalignment of SCN-driven behavioral rhythms and rhythms in one peripheral oscillator, the liver. To our knowledge, these data are the most clear ever produced in showing the time course of internal misalignment and recovery after a phase shift, due to the unprecedented ability to monitor rhythmicity from a peripheral oscillator over days, while simultaneously recording an SCN-driven behavioral rhythm. Future studies to compare the response of additional tissues will help to decipher the response of the hierarchical, multi-oscillatory circadian system to disruptive stimuli.
Figure 3.9 *Alb-Cre; Dbp<sup>KI/+</sup>* mouse liver resets more slowly than locomotor activity after a 6-h light/dark phase advance

A. Representative double-plotted actogram showing locomotor activity and bioluminescence of an *Alb-Cre; Dbp<sup>KI/+</sup>* liver reporter mouse before and after a 6-h advance of the skeleton photoperiod. Mice previously exposed to a 12L:12D lighting cycle were transferred to a skeleton photoperiod (four 1-h periods of light per 24-h day, as indicated in white), and then the skeleton photoperiod was advanced by 6 h. B. Peak phase of locomotor activity rhythms gradually reset after a 6-h phase advance in the skeleton photoperiod and liver bioluminescence rhythms shift but do not reset completely. C. Peak phase of locomotor activity and bioluminescence rhythms from mice that were not shifted. Peak phases were determined by wavelet analysis. n=4. Values are mean +/- SEM. The resetting of locomotor activity rhythms and bioluminescence rhythms were compared using a General Linear Model. *p<0.05.
Cell-type specific bioluminescence rhythms in reporter mouse SCN explants

The SCN is a heterogeneous nucleus containing neurons that secrete different neurotransmitters, neuropeptides, cytokines, and growth factors (174). Two neuronal types present in the SCN are neurons expressing Neuromedin S (NMS) and neurons expressing Arginine Vasopressin (AVP). To determine if we can monitor bioluminescence rhythms within specific subpopulations of SCN neurons, we generated NMS-iCre; Dbp^{Kl/+} mice and AVP-IRES2-Cre; Dbp^{Kl/+} mice. In vitro slice culture shows global LUCIFERASE expression in the SCN of Dbp^{Luc/+} reporter mice (Fig. 3.10a,b). For the conditional mice, LUCIFERASE expression was apparent in a subset of cells within the SCN (Fig. 3.10a,b). The anatomical pattern of bioluminescence signal in the SCN differed based on the Cre line used, consistent with the expected distribution for each neuronal subtype (174, 175). Peak time of bioluminescence was assessed in individual neurons. NMS neurons peaked later than both AVP neurons and the SCN as a whole (Fig. 3.10c). Additionally, NMS cells had a higher rhythmicity index than AVP neurons and the SCN as a whole (Fig. 3.10d). These data show the utility of this conditional mouse model for monitoring bioluminescence rhythms in a cell-type specific manner. Furthermore, they reveal unanticipated phase and amplitude differences among neuropeptide-containing SCN subpopulations. Future studies monitoring neuronal subpopulations following phase-shifting stimuli (applied in
vivo or in vitro) will help unravel the complicated cellular responses that underlie phase resetting of the central circadian pacemaker.
Figure 3.10 Cell-type-specific imaging of LUCIFERASE expression in SCN slices

A. 24h summed bioluminescence overlaid onto bright field images in $DBP^{Luc/+}$ (global expression, left), and in specific subsets of SCN neurons (NMS+ cells, center; AVP+ cells, right). B. Circular phase frequency histograms indicating the number of neurons recorded and when each peaked relative to the light-dark cycle the mice were housed in prior to sacrifice. Numbers >24 are used to indicate that these are in vitro measures plotted relative to previous in vivo lighting conditions. C. Mean peak times by genotype. D. Mean rhythmicity index by cell type. n = 4,9,8 slices for $DBP^{Luc/+}$, NMS-iCre; $DBP^{Kii/+}$, and AVP-IRES2-Cre; $DBP^{Kii/+}$, respectively. ANOVA with multiple comparisons was used for statistical analysis. **p<0.01.
The circadian timing system is hierarchical and consists of endogenous oscillators that produce circadian rhythms at the molecular, cellular, tissue, systemic, and behavioral levels (176, 177). Both the SCN and peripheral tissues, including the kidneys and liver, have the capacity to endogenously generate self-sustained oscillations. The SCN, containing the central pacemaker, can entrain subordinate brain and peripheral oscillators by controlling systemic rhythms in behavior and physiology. Through direct communication of light stimuli via the RHT, the SCN rhythms can be entrained (13). If the SCN is exposed to light at biologically inappropriate times, this can reset the SCN and in turn peripheral tissues become desynchronized. Misalignment or desynchrony of these rhythms are termed circadian disruption. Circadian disruption has shown to increase the risk of various diseases, such as metabolic syndrome, cardiovascular disease, cancer, and mental health issues (85, 105, 108, 178-180). Thus, it is critical that we understand circadian disruption in hopes of developing therapies that can modulate resetting rates and prevent downstream adverse health outcomes.

Circadian rhythms' research has utilized bioluminescence and fluorescence reporter mice to monitor circadian rhythms in a host of model
systems. The most widely used reporter mouse for monitoring circadian rhythms is the PER2::LUC reporter mouse (53). PER2::LUC is a fusion protein in which luciferase is expressed under the Per2 promoter. In vitro bioluminescence assays demonstrate rhythms in PER2::LUC tissue explants, including the SCN and liver (53). Additionally, the PER2::LUC mouse has been used to demonstrate bioluminescence rhythms in vivo in the liver, kidneys and submandibular gland (131). Although the PER2::LUC mouse produces a robust, and rhythmic, bioluminescence signal, the presence of the PER2::LUC reporter throughout the body does however limit its utility when assessing rhythmicity in specific tissues. For most tissues of the body, dissection is required to enable assessment of rhythmicity of the tissue of interest. Since tissue dissection followed by ex vivo rhythm assessment can cause resetting of the local clock, this method is not ideal when studying the effects of circadian disruption on tissue rhythmicity. In addition, ex vivo culturing of tissues doesn't enable the assessment of rhythmicity within the context of the hierarchical clock system. A better way of studying the effects of circadian disruption on individual tissue rhythms is by monitoring rhythms in a tissue-specific manner, in vivo. Various approaches have previously been used to monitor rhythms in vivo, such as a fluorescence reporter virus injection into the brain (149); however this approach is technically difficult and invasive. To circumvent this, we generated a conditional reporter mouse that enables us to express a novel rhythmic luciferase reporter in specific cells and tissues, and assess their rhythmicity in vitro and in vivo, respectively.
For my thesis work, I describe the generation and characterization of a conditional reporter mouse, as well as provide evidence for one of the ways the field can use this mouse as a tool for studying circadian disruption. The reporter contains a floxed GFP upstream of a luciferase gene, which was knocked into the Dbp locus via CRISPR/Cas9. Without Cre recombinase, DBP and GFP are expressed as two separate proteins due to a T2A linker between Dbp and GFP. With Cre recombinase, GFP is deleted and DBP and LUCIFERASE are expressed as two separate proteins. The goal was to generate a conditional reporter mouse so that individual tissues or cells can be measured in vivo, which can provide information on individual tissue- or cell-type resetting mechanisms after a phase shift.

To be a good reporter mouse, the locus that is used for a knock-in should not have disrupted expression, thus we assessed whether expression from the Dbp locus of reporter mice was disrupted. Liver tissue from male WT, Dbp\textsuperscript{Kl/+}, Dbp\textsuperscript{Kl/Kl}, Dbp\textsuperscript{Luc/+}, and Dbp\textsuperscript{Luc/Luc} mice were collected at 4-h intervals (ZT 2, 6, 10, 14, 18, 22). RNA was isolated and a series of Northern Blot assays were performed to detect Dbp and Actin mRNA at each of the six ZTs. The mice with reporter construct had unaltered Dbp rhythms, suggesting that knock-in of the construct did not alter the Dbp locus. We also verified that the circadian locomotor activity was not disturbed by placing WT and the reporter mice in separate cages with running wheels and measuring their free-running period. There was no statistical difference in period between WT and reporter mice, in
both males and females. Now that we have determined the reporter mice do not have altered \( Dbp \) and locomotor activity rhythms, next we tested if the reporter mice have widespread bioluminescence signal. \textit{Ex vivo} IVIS imaging confirmed that the \( Dbp^{Luc/+} \) mouse has widespread bioluminescence signal. We confirmed that \( Dbp^{Luc/+} \) lung and pituitary tissue explants had rhythmic bioluminescence, with the expected phase. We also showed that there was a period difference between \( \text{PER2}::\text{LUC}/+ \) and \( Dbp^{Luc/+} \) tissues which was unexpected. These data highlight a shortcoming of the \( \text{PER2}::\text{LUC}/+ \) mouse model, as one would expect that the period would be closer to 24 hours.

We next examined \( Dbp^{Luc/+} \) mice for rhythmic bioluminescence, \textit{in vivo}, by IVIS imaging. \textit{In vivo} IVIS imaging showed widespread bioluminescence rhythms of both \( Dbp^{Luc/+} \) and \( \text{PER2}::\text{LUC}/+ \) mice, with \( Dbp^{Luc/+} \) peaking earlier than \( \text{PER2}::\text{LUC}/+ \), which complemented what we saw \textit{in vitro}. Importantly, by crossing the conditional reporter mouse with a liver Cre mouse (\( \text{Alb-Cre} ; Dbp^{KI/+} \)), bioluminescence rhythms were apparent solely in the liver. Bioluminescence signal from the liver was confirmed by \textit{ex vivo} IVIS imaging. This is the first evidence showing tissue-specific luciferase expression, \textit{in vivo}, using a non-invasive cre-lox approach.

The ability to monitor circadian disruption will help us understand how this disruption can lead to downstream adverse health outcomes. One way of inducing circadian disruption is by advancing or delaying the light/dark cycle. Liver reporter mice with luciferin in their drinking water were entrained to a 4-h
skeleton photoperiod. After a 6-h advance in the light/dark cycle, the mice experienced internal desynchrony: locomotor activity rhythms reset faster than liver bioluminescence rhythms.

Peripheral tissues reset slower than the central pacemaker (62), this is due to the hierarchy of the circadian system described in section 1.4. By shifting the photoperiod, the SCN first responds to the shifted stimuli, and then the SCN sends signals to peripheral organs to then shift. One could argue that this resetting lag in the liver could be due to the change in fasting/feeding cycles as feeding time is a strong Zeitgeber of peripheral organs (126). However, it is more likely that the rest/activity and fasting/feeding cycles are coupled, and thus the resetting lag in liver could be attributed to both, as shown in van der Vinne et al. where the timing of food intake and activity maintained their phase relationship after a shift in the light/dark cycle (133).

These data highlight the novelty of this conditional reporter mouse in monitoring phase resetting in a tissue-specific manner, in freely moving mice. This approach is certainly ideal for monitoring long-term bioluminescence rhythms as monitoring in vivo bioluminescence rhythms using IVIS imaging can be laborious. Lastly, we showed that the conditional reporter can produce cell-type (NMS and AVP) specific rhythms in the SCN, and that these cell types have different phases.

The data described in my thesis demonstrate that the Dbp reporter mouse can be a tool for monitoring bioluminescence rhythms in a tissue-specific manner
in vivo and in specific cells in tissue slice culture. Monitoring specific tissue resetting in vivo can also be done using our conditional reporter mouse. Notably, this tool will open doors to new investigations and understanding of circadian disruption, and how it affects individual tissues or cells leading to negative health outcomes.

4.2 Limitations of the model

One of the limitations with the reporter mouse model is that the destabilized GFP signal is not robust (data not shown). The reason for this could be due to GFP being destabilized thus resulting in low GFP protein levels. To circumvent this, one could generate a reporter mouse model that has a different fluorescent protein expressed, other than GFP. The benefit with using fluorescent reporters is that there are many to choose from, thus providing a greater number of options for reporting.

For IVIS experiments, a limitation is that mice have to be anesthetized for imaging which can potentially affect the clock by altering the rest/activity rhythms (181). Additionally, depending on when the anesthesia is administered (i.e., during the active or rest phase), anesthesia can shift the rest/activity phase (181). Anesthesia can also shift molecular clock gene rhythms such as Per2 (181). Although we used isoflurane to anesthetize the mice, we did not see any altered phase of bioluminescence signal from the genotypes imaged. The in vivo bioluminescence signal from each genotype peaked at the appropriate ZTs,
suggesting that anesthesia did not affect the *Per2* or *Dbp* rhythms. One explanation for this is that previous studies investigating the outcomes of anesthesia on the clock, specifically done with isoflurane, had exposure duration on the order of hours which is chronic exposure. In contrast, the IVIS experiments we conducted did not have chronic exposure of isoflurane, but more of an acute exposure. Our data suggests that anesthesia did not alter *PER2::LUC/+* or *Dbp^{Luc/+}* rhythms, however these were under normal conditions. When investigating the effects of environmental or genetic perturbations on the clock, anesthesia maybe a concern as the clock is already compromised. Therefore, monitoring bioluminescence rhythms while the mouse is awake would be a better approach.

**Optimizing the Bioluminescence Signal**

To obtain good bioluminescence signal *in vivo*, the hair of the mouse has to be shaved, both dorsal and ventral sides, depending on which tissue is being imaged. For the IVIS approach, this technique is sufficient as the amount of time to image the mouse is relatively short compared to approaches that monitor bioluminescence for longer durations. For experiments monitoring ambulatory reporter mice, the hair eventually grows back which can be an issue as the dark coat can block the light that is emitting from the reporter mouse. Thus, the coat would have to be consistently shaved. This can be problematic as there should be as little disturbances as possible during the experiment, as well as consistently shaving causes an increase in skin pigmentation. An alternative to
shaving mice is using albino reporter mice as they have white coats, thus less of the light is blocked by pigment in the skin and the hair. Preliminary studies using \textit{in vivo} IVIS imaging of the $Ksp1.3-Cre; Dbp^{KI/+}$ “kidney reporter” mouse showed that the albino kidney reporter had greater bioluminescence signal than the C57BL/6J kidney reporter (Fig. 4.1). Notably, signal is only coming from the kidneys. Both the black and albino mice were not shaved as we wanted to see if the color of the fur coat mattered in regards to signal intensity. These data suggest that lighter fur allows less light to be blocked compared to the darker fur, thus shaving the animal is not necessary.
Figure 4.1 Dorsal view of an *in vivo* IVIS image of *Ksp1.3-Cre*; *Dbp*<sup>Kit+</sup> “kidney reporter” mice

D-luciferin was injected intraperitoneally in kidney reporter mice on a C57BL/6J and albino background. Bioluminescence signal was captured at peak phase (ZT 12). n=2
One of the drawbacks of the $Dbp^{KI/+}$ conditional mouse model is that signal from certain parts of the animal is weak, such as the brain in $Vgat-Cre; Dbp^{KI/+}$ mice where luciferase is expressed only in GABAergic neurons. A longer integration time was needed to see a signal (data not shown).

To look at bioluminescence signal from peripheral reporter mice, we injected the D-luciferin substrate intraperitoneally. D-luciferin is an efficient substrate for luciferase activity in peripheral tissues; however it is difficult for this substrate to penetrate the brain (182). Thus, different luciferin substrates such as cyclic alkylaminoluciferin (CycLuc1) that can penetrate the brain more readily will be a better alternative for increased bioluminescence signal from the brain (183).

4.3 Future Directions

4.3.1 Characterizing circadian disruption in freely moving mice

Circadian disruption can occur through shift work or chronic jet lag. Interestingly, epidemiological studies showed an association of night shift workers with increased risk of disease (96, 184, 185) and a correlation of female flight attendants and breast cancer (186, 187). Research also showed that shift workers have disrupted hormone rhythms and altered lipid metabolism (92, 188). The hormone rhythms are unable to entrain to the night shift schedule thus reflecting circadian misalignment.

One of the ways researchers study circadian disruption in rodents is by dissecting the tissues to monitor their phase (52), however two studies from
Noguchi et al. (135) and Leise et al. (123) suggests that prior disruption of the light/dark cycle can influence the SCN network sensitivity, thus allowing tissues to become more susceptible to resetting by tissue dissection, compared to mice that are housed under the standard light/dark cycle. Thus, tissue monitoring in vivo would be better suited for studying tissue resetting after circadian disruption.

Monitoring tissue resetting, in vivo, bypasses the need for tissue dissection to determine phase. We showed that after a 6-h advance of the light/dark cycle, the locomotor activity rhythm resets at a faster rate than the liver. The resetting lag of the liver relative to the central oscillator resetting is considered internal desynchrony. These results are supported by studies showing that the central clock resets faster than peripheral clocks (124). This mouse model is valuable as we were able to monitor the phase resetting of a specific peripheral tissue compared to the central clock, without using invasive techniques. Crossing our conditional mice to various Cre mice, we can obtain bioluminescence signal in a variety of individual tissues. Two future questions that could be asked are 1) do other peripheral tissues also reset at a different rate compared to the central pacemaker, after circadian disruption? 2) do different peripheral organs reset at similar rates after circadian disruption?

In my thesis work, we show that liver resetting lagged 3 days behind the central pacemaker during re-entrainment to the new phase (Fig. 3.9), but what about other peripheral tissues? We can readily look at the resetting rates of other individual peripheral organs compared to the SCN by shifting the light/dark cycle
6-h in advance and monitor resetting. I hypothesize that other tissues would also reset slower than the SCN, as was shown previously (124). Typically, researchers consider locomotor activity rhythms as an output of the central clock (46, 177). With the generation of our conditional mouse model, SCN resetting can now be directly monitored in moving mice by using a Cre driver, such as NMS-Cre, that will allow luciferase expression in the SCN. Therefore, the resetting rates of the SCN and liver after circadian disruption can be observed in NMS-Cre; Dbp^{Kl/+} and Alb-Cre ; Dbp^{Kl/+} mice, respectively, or a transgenic mouse that expresses luciferase in both the SCN and liver (i.e by having two different Cre drivers within the same mouse).

Detecting bioluminescence from the SCN, in vivo, can be challenging as the SCN is located in the ventral portion of the brain. Thus, a cranial window will be essential for allowing better signal output. A cranial window is a method used for in vivo brain imaging (189, 190). Researchers like Erik Herzog and colleagues utilized a cranial window to monitor PER2::LUC rhythms from the olfactory bulb (OB). Similar to Herzog’s protocol, a dental drill can be used to create a craniotomy over where the SCN is located and a glass coverslip can be placed over the region where the brain is exposed (190), thus allowing for better signal output.

The advantage of our conditional mouse line is that in vivo experiments can now be more feasible by crossing our reporter line to different Cre lines. As described below, different peripheral organs appear to have variable resetting
kinetics, depending on the type of circadian disruption. It would be interesting to see if the liver resets faster than other tissues such as the kidney, after a disruption in the light/dark cycle, *in vivo*.

After circadian disruption due to restricted feeding, peripheral tissues have different resetting kinetics, as shown by *Dbp* gene expression (126). Interestingly, the heart *Dbp* rhythms seem to reset slower than organs that are involved with metabolism and digestion, such as the liver and kidney. It would be interesting to see if this is the case *in vivo*. To investigate if this is true *in vivo*, conditional reporter mice expressing *luciferase* in a specific tissue can be administered luciferin in their drinking water and bioluminescence rhythms can be monitored from the freely moving mice in a Lumicycle *in vivo*. I would use Cre lines that will promote *luciferase* expression in a tissue involved in metabolism such as the liver and compare its resetting rate to a tissue that is not involved in metabolism such as skeletal muscle tissue. For observing peripheral organ phase resetting, I would place these reporter mice on restricted food and allow them to consume food only during their resting phase. There would also be a control group that has access to food ad libitum, and a third control that has access to food only at night. I would compare the phase resetting rates of the individual tissues over time during the food restriction. If I see differences in resetting rates between individual organs, this would suggest that, at least during restricted feeding, organs such as the liver which have a critical role in food metabolism must adapt to the new environment faster.
A shortcoming of experiments monitoring signal from freely moving mice is that monitoring internal desynchrony between peripheral organs in the same mouse can be quite difficult. For example, if a mouse is emitting bioluminescence signal from two different organs, one would not be able to discern where the signal is coming from. Generating a population of mice with each organ reporting (i.e. using different Cre-lines) and comparing the populations would prove to be a better approach for observing individual organ resetting. It is important to note that for experiments which involve freely moving mice, I would use albino mice as consistent shaving would not be necessary. This experiment could provide insight into how individual organs respond to an alteration to the circadian cycle. In addition, the information gained from these types of experiments can potentially aid in identifying therapies that can reset components of the circadian system at similar rates, while avoiding internal desynchrony.

4.3.2 Characterizing phase resetting in specific SCN neurons, in vivo

The SCN has robust rhythms in vitro that can persist for weeks at a time. This is thought to be due to the SCN’s neuronal circuitry (52). Liu et al. showed that in molecular clock mutant knockouts (Per1−/−, Per3−/−, Cry1−/−, and Cry2−/−) PER2::LUC SCN bioluminescence rhythms had robust and persistent rhythms in vitro, unlike PER2::LUC lung explants where bioluminescence rhythms were disrupted in Per1−/− and Cry1−/− mutant mice (52). This suggests that the SCN isn’t as vulnerable to the effects of molecular clock perturbations as the SCN was able
to still produce bioluminescence rhythms. Interestingly, dispersed PER2::LUC
SCN neurons from Cry2⁻/⁻ mutant mice were unable to produce robust
bioluminescence rhythms as compared to the SCN tissue slice culture,
suggesting that it is indeed neuronal coupling within the SCN tissue slice that is
contributing to robust rhythm output (52). Additionally, dispersed Cry2⁻/⁻ SCN
neurons displayed variable peak phases of PER2::LUC bioluminescence, and in
contrast Cry2⁻/⁻ neurons within the SCN tissue slice had similar phases,
suggesting that the SCN’s cell coupling is what aids in synchronization of
rhythms (52). Welsh et al. showed that there was uncoupling within rat SCN
neuronal cell culture in which different phases in firing rate occurred within the
same culture (51). By monitoring firing rates over time, Welsh and colleagues
revealed that these neurons are not synchronized (51). These studies suggest
that cell-coupling in the SCN aids in sustaining the synchronization.

One of the directions the field is moving into is the characterization of
individual SCN neurons during resetting. Early studies investigating neuronal
phase was limited to in vitro experiments as there was not a mouse model widely
available that researchers could use to detect specific neuronal populations, in
vivo. Studying phase differences in vitro after circadian disruption is not ideal as
the SCN has to undergo the dissection procedure which can reset the clock.
Instead, determining phase differences between SCN neuronal types after
circadian disruption, in vivo, will be required. I showed that our conditional
reporter mouse can report bioluminescence rhythms from specific cell-types by
crossing the $Dbp^{Kl/+}$ conditional reporter mouse to an AVP-Cre or NMS-Cre mouse driver (Fig. 3.10). We can utilize the $Dbp^{Kl/+}$ conditional reporter mouse to monitor phase resetting in specific SCN neurons, \textit{in vivo}, after circadian disruption. I would breed $Dbp^{Kl/+}$ reporter mice with either VIP-Cre or AVP-Cre mouse lines so that luciferase is expressed in VIP- and AVP-expressing neurons, respectively. VIP neurons populate the core of the SCN and receive photic input from the RHT, which in turn synchronizes their own rhythm (191). The SCN core communicates with neurons in the shell, including AVP-expressing neurons (192); this synchronizes shell neurons. Additionally, there is research showing that both VIP and AVP neurons contribute to SCN rhythm synchrony (193), thus it would be interesting to investigate the phase resetting rates of these neurons, \textit{in vivo}, using our conditional mouse model. Herzog’s group observed VIP neuronal activity rhythms, \textit{in vivo}, using photometry (194). They used a viral delivery approach to express GCaMP6s in VIP neurons (194). This approach was sufficient to monitor rhythms, however it was invasive. Additionally, off target injections is a technical concern when performing viral-mediated experiments. The circadian rhythm field can now bypass surgeries and monitor SCN neuronal rhythms and phase resetting, \textit{in vivo}, using the $Dbp^{Kl/+}$ conditional mouse model. To investigate phase resetting between VIP and AVP neurons, I would set up this experiment similar to the phase-resetting experiment described in chapter 2. Briefly, VIP-Cre ; $Dbp^{Kl/+}$ and AVP-Cre ; $Dbp^{Kl/+}$ mice will entrain to the 4-h skeleton photoperiod for a few weeks while consuming Cycluc1 amide in their
drinking water; Cycluc1 amide is a better luciferase substrate for penetration into the brain (183). Then I will advance the light/dark cycle 6-h and monitor the resetting rate of both the VIP and AVP neurons, in separate animals. I hypothesize that the VIP neurons will reset faster than the AVP neurons, as VIP neurons receive direct photic input (192). An advantage with monitoring rhythms in freely moving mice is that their locomotor rhythms can also be observed, unlike if the mice were anesthetized for IVIS imaging. This future experiment could provide information on how specific SCN neurons respond to shifting stimuli, which can potentially impact organismal behavior. A caveat of this approach is that bioluminescence signal maybe coming out from other brain regions that may have VIP or AVP neurons (195, 196), thus this would have to be taken into consideration when trying to assess SCN VIP or AVP phase resetting. Also, because bioluminescence signal will be originating from specific neurons, signal intensity may not be as robust. To circumvent this, a cranial window can be used to help increase bioluminescence signal output.

4.3.3 Disease Model

Circadian disruption increases the risk of cancer. Human studies investigating the impact of shift work on human health suggest a role of circadian disruption underlying the increased risk of disease (96, 184). Multiple shift work studies, specifically including healthcare professionals, showed that nurses who spend a significant amount of time working the night shift or worked a rotating
shift have increased risk of breast cancer relative to nurses who never worked on a shift schedule (95, 184). Hormones, like melatonin, are dysregulated in night shift workers which could contribute to the increased risk of cancers (178). Indeed, reduced melatonin can result in altered estrogen receptor function and increased estrogen production (178).

Human studies showed that SNPs in clock genes are associated with various types of cancers (80, 197-199), and many cancers have disrupted clock gene expression (200, 201), which may provide an underlying mechanism of how the SNP could be functioning. Specifically, Per1, Per2, Per3, and Cry2 genes have decreased expression in hepatocellular carcinoma (202).

In vitro studies have shown that deletion of core clock genes can promote cell proliferation by altering the expression of downstream oncogenic genes and cell cycle genes (106, 203). Additionally, whole animal loss of Per2 or Bmal1 had increased lung tumor growth and progression, as well as survival (106). These data suggests clock genes may play a role in tumor suppression (204). Interestingly, in the same study, simulated jetlag also led to similar adverse health outcomes (106). The data described above shows how important it is to understand the connection between circadian disruption and cancer. This is especially critical because we live in a society that sometimes demands unusual work schedules.

Bioluminescence rhythms from healthy liver and liver tumors were monitored by Alec Davidson et al. (23). Hepatocellular carcinoma was induced in
*Per1-luciferase* rats by administrating diethylnitrosamine, a carcinogen, in their drinking water (205). *In vitro* measurements showed similar rhythm pattern of *Per1-luciferase* bioluminescence rhythms within the liver tumors compared to healthy liver, however tumors had a shorter period and lower amplitude (205). Davidson et al. showed that after advancing or delaying the light/dark cycle 6-h in *Per1-luciferase* rats, both liver tumor and healthy liver shift at similar rates (205). It seems to be that the host circadian system can still influence the rhythms of the tumor, at least in the context of shifting the light/dark cycle. However, during a restricted feeding paradigm where *Per1-luciferase* rats were fed during the daytime, liver tumors from rats fed during the day peaked 3 hours later than healthy livers (205). The phase difference of liver tumors and healthy liver tissue from *Per1-luciferase* rats fed during the day versus nighttime feeding was 6.3 hours and 11.5 hours, respectively. This suggest that liver tumors are less sensitive to restricted feeding (205). This is actually quite puzzling because restricted feeding seems to be a stronger Zeitgeber for peripheral tissue entrainment compared to light (126). It would be interesting to further investigate why tumors are differentially sensitive to certain Zeitgebers, and whether this varies by tumor type. Evidence from Lakatua et al. supported the idea that tumors are differentially sensitive to different Zeitgebers; transplanted Harding-Passey melanoma from mice were sensitive to photic shifting, but not restricted food (206).
The above study describes monitoring resetting in liver tumors vs. healthy liver tissue, in real time using the *Per1-luciferase* bioluminescence reporter rat. These resetting experiments were done using liver tissue explants. As described previously, dissection can alter the resetting of the tissue, thus a future direction would be to study tumor resetting *in vivo* to get a more accurate assessment of tumor resetting rates. Cancer can be induced in *Alb-Cre*; *Dbp*<sup>Ki/+</sup> mice by administering a carcinogen in their drinking water as described in Davidson et al. (205). Once we see apparent tumors, we can either place these liver reporter mice in a resetting paradigm similar to the one described in the results section (Fig 3.9), with the light/dark cycle as the Zeitgeber, or place the mice in a restricted feeding paradigm. Difference in rhythm resetting can be monitored specifically from the liver of healthy liver reporter mice and liver reporter mice that have liver tumors. I hypothesize that both healthy and unhealthy liver tissue will produce bioluminescence rhythms, similar to what was seen in liver tissue explants (205). I predict that the cancerous and healthy liver tissue will shift at similar rates after shifting the light/dark cycle, but the liver tumor would be less sensitive to restricted feeding. The advantage of our conditional mouse model is that circadian rhythms and resetting of specific tissues that have tumors can be monitored in freely moving mice. Furthermore, we can investigate how cancerous tissues influence circadian rhythms of other tissues, *in vivo*. For example, we can promote cancer in a specific tissue such as the liver, and monitor how it affects the resetting of the kidney, using a kidney driver. There is evidence that lung
adenocarcinoma distally rewires hepatic circadian homeostasis, so investigating how liver tumors can affect the rhythms of other organs would be interesting (207).

Fascinatingly, the conclusions provided by Davidson et al. suggested that there may be a method for dissociating the rhythms of the tumor from the host by restricting the animal’s feeding, as restricted feeding caused an alteration in phase-relationship between tumor and non-tumor liver tissues (205). Further investigating this concept, in vivo, may provide a way to dissociate phase between tumor and healthy tissue. This may further enhance the ability to select an optimal time at which a cancer drug should be administered to have anti-tumor efficacy, while avoiding toxicity of healthy tissue.

For my thesis work, I have successfully validated a conditional reporter mouse that can be used to monitor circadian rhythms in specific tissue- and cell-types, in vivo and in vitro, respectively. The utility of the reporter mouse was clearly demonstrated by phase-resetting studies in ambulatory mouse and bioluminescence rhythms studies in SCN tissue slice culture. I proposed future directions in which we can utilize the reporter mouse; specifically investigating phase resetting between central and peripheral oscillators, between neuronal types in the SCN, as well as investigating phase resetting in a disease model. The future directions I describe is only but a subset of avenues the field can pursue. This novel conditional reporter mouse will advance the circadian rhythm
field’s knowledge on how circadian disruption can affect specific tissue or cell rhythms, *in vivo*.
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Introduction

Tobacco use causes many adverse health effects, making it the most preventable cause of death worldwide, killing more than 6 million people each year (208). Because tobacco use can result in cardiovascular disease, lung disease, and lung cancer, the generation of better smoking cessation therapies is essential. Pharmaceutical smoking cessation therapies are currently available, however these drugs, particularly varenicline and bupropion, have limited efficacy. For example, in randomized control trials, patients taking these drugs showed a decreased percentage of smoking abstinence as time progressed (209). Furthermore, these drugs produce severe side effects among users, calling for better options for smoking cessation therapeutics. The high incidence of tobacco use is due to nicotine, the addictive component of tobacco (210). Nicotine binds to and activates nicotinic acetylcholine receptors (nAChRs) and as a consequence, modulates neurotransmission within the addiction pathway.

Koob’s model of addiction describes the cycle as being three stages: 1) binge/intoxication, 2) withdrawal/negative affect, 3) preoccupation/anticipation (211). Humans who have a novelty-seeking trait or neuropsychiatric disorders such as anxiety tend to be especially vulnerable to drug addiction (212-214). Novelty-seeking in humans is highly correlated with an increased risk of using addictive drugs, as well as drug relapse (214). In addition, people who have a mental illness are twice as likely to smoke tobacco as compared to people
without a mental illness (215). Multiple studies have shown that people who suffer from increased anxiety are more likely to smoke (212).

**Nicotinic Acetylcholine Receptors**

nAChRs are ligand-gated cation channels that are endogenously activated by acetylcholine (ACh) (216, 217). Mammalian neuronal nAChRs are pentameric receptors that contain α2-α7, α9, α10, and β2-β4 subunits, encoded by the genes *Chrna2-Chrna7, Chrna9, Chrna10*, and *Chrnb2-Chrnb4*, respectively (216). These subunits make up homomeric and heteromeric receptor subtypes that have different affinities for nicotine. Upon ligand binding, the receptor undergoes a conformational change (216), which makes the receptor’s central pore permeable to cations (218). On a molecular level, after chronic exposure to ACh or nicotine, the receptor becomes desensitized, resulting in decreased ion flow, nAChR upregulation, and long-term changes in receptor properties (216, 218). Desensitization of nAChRs is believed to play a role in nicotine tolerance and dependence (219). nAChRs are highly expressed in two major brain pathways involved in nicotine reward (220) and withdrawal and aversion (220-222), the mesocorticolimbic pathway and the medial habenula-interpeduncular tract (mHb-IPN) (221, 223), respectively. The mHb-IPN is also important for phenotypes associated with the susceptibility to nicotine addiction including anxiety (224) and novelty preference (225).
In the past, research primarily focused on α4β2* (asterisk indicates that other nAChR subunits may be present) nAChRs and their roles in nicotine addiction (226-228). This is due to the high expression of α4β2* nAChRs in the mesocorticolimbic pathway and their high affinity for nicotine (220). However, various twin studies demonstrated heritability to liability for nicotine dependence (229-233), which led to further investigation of nAChR genetic factors that may play a role in nicotine dependence. Numerous candidate-based gene studies and genome-wide association studies (GWAS) in diverse populations identified an association between genetic factors in nAChR genes and nicotine dependence (234-242). These studies led to the identification of variants in the CHRNA5/A3/B4 gene cluster that are associated with nicotine dependence (234-236, 241, 242). These three genes form a tight cluster on chromosome 15q.25.1 and studies have shown that the genes within the cluster play a role in nicotine addiction (217, 220, 221, 243). Fowler et al. showed that knockout of the α5 nAChR subunit increases nicotine self-administration (244), suggesting that α5* nAChRs are involved in nicotine aversion. Frahm et al. showed that transgenic mice with targeted over-expression of β4 nAChRs subunit in the mHb increases aversion to nicotine (245). In addition, both knockouts of α5 or β4 subunit expression resulted in decreased somatic nicotine withdrawal symptoms (221, 243). Various knockout studies also showed that α5 and β4 nAChR subunits are
important for anxiety-like behaviors (246, 247), and that β4 nAChR subunits are important for social behavior (248).

In contrast, little is known about the role of the α3 nAChR subunit as α3 nAChR subunit knockout mice die shortly after birth (249). However, high expression of α3 nAChR subunits in the habenulo-interpeduncular pathway (250) suggests a role for α3* nAChRs in anxiety, novelty-seeking behaviors, and nicotine aversion. Therefore, I hypothesize that α3* nAChRs within the IPN are necessary for these behaviors. To test this hypothesis, I performed experiments to identify short hairpin RNAs (shRNA) that disrupt Chrna3 mRNA expression in vitro, administered the ‘lead sequence’ to target Chrna3 mRNA in the IPN, and performed behavioral studies to assess their impact on behaviors associated with the susceptibility to nicotine addiction and nicotine-related behaviors.

**Materials and Methods**

**Animals**

All animal experiments were conducted in accordance with the guidelines for care and use of laboratory animals by the National Research Council and with an animal protocol approved by the Institutional Animal Care and Use Committee of the University of Massachusetts Medical School. Wild-type C57BL/6J mice (Jackson Labs) were grouped-housed in a colony room with a 12-hour light: 12-hour dark lighting cycle; lights on at 7:00 A.M. and lights off at 7:00 P.M. Food and water were provided *ad libitum.*
In vitro knockdown of Chrna3 mRNA expression with pGIPZ-shRNA lentivirus

The mouse neuroblastoma cell line Neuro2A (N2A) was used to test for Chrna3 knockdown efficiency by shRNA. N2A cells were grown in 1X Minimum Essential Medium (MEM) (Corning), supplemented with 10% fetal bovine serum (FBS) and 1 mM sodium pyruvate. N2A cells were plated in duplicate at a density of 2.5x10^4 cells per well, in a 24-well plate. The next day, N2A cells were infected with three different commercially available pGIPZ-shRNAs (Dharmacon), one of which is a scramble control and two that target Chrna3. The following pGIPZ-shRNAs were used: V2LMM_9543 and V2LMM_8843, which target the sequences 5′-AATCTTCAAACAGGTACTG-3′ and 5′-TTGCTTCAGCCAAGGTTG-3′, respectively. Cells were transduced with the concentrated shRNA lentiviruses (multiplicity of infection: 0.5 for V2LMM_9543 and 0.4 for V2LMM_8843) using 8 μg/ml of polybrene in a total of 250 μl in each well. After 5 hours, 1 ml of fresh growth medium (1X MEM + 10% FBS + 1 mM sodium pyruvate) was added to each well. Growth medium was aspirated and cells were given 500 μl of fresh growth medium containing 4 μg/ml of puromycin 48 hours post-transduction to select for cells infected with the lentivirus. The pGIPZ lentivirus plasmid contains a puromycin selection gene. Virus-expressing cells were selected for 5 days, then cells were harvested and total RNA was isolated using the RNAqueous Total RNA Isolation Kit (ThermoFisher AM1912). RNA (1 μg) was reverse transcribed using M-MLV Reverse Transcriptase
(ThermoFisher Cat. No. 28025013), following the manufacturer’s protocol. Relative *Chrna3*, *Chrna5*, and *Chrnb4* mRNA expression were measured by reverse transcription quantitative polymerase chain reaction (RT-qPCR) using Taqman assays *Chrna3* Mm00520145_m1, *Chrna5* Mm00616329_m1, *Chrnb4* Mm00804952_m1, and *B2M* Mm00437762_m1 (ThermoFisher). Data were analyzed using the 2^{-ΔΔCt} method described previously (251).

**Overexpression of pGIPZ-scramble control or pGIPZ-shRNA 8843 lentiviruses in the IPN**

To knockdown *Chrna3* expression, *in vivo*, pGIPZ-scramble control or pGIPZ-shRNA 8843 was injected into the IPN of male 8 week-old WT mice using the following coordinates, relative to Bregma: anterior/posterior (A/P: -3.30 mm), medial/lateral (M/L: ±0 mm), and dorsal/ventral (D/V: -4.80 mm). Unilateral stereotaxic injections were performed under aseptic conditions, using a 26 s gauge 10 μl syringe (701RN, Hamilton) to deliver 0.3 μl or 1 μl of lentivirus into the IPN. To minimize spread from the target location, virus was delivered at a rate of 60 nl/min and the needle was withdrawn 5 minutes after completion of injection. The lentivirus was expressed for 2.5 weeks and a battery of behavioral assays was performed.

The pGIPZ lentivirus plasmid encodes GFP. To confirm virus expression in the IPN, fluorescence microscopy was performed. Brains were dissected and frozen in dry ice post behavioral assays. Frozen brains were sectioned (12 μm)
using a cryostat and mounted on glass slides. A blind experimenter confirmed virus expression. To confirm knockdown of *Chrna3* mRNA expression, brain slices were fixed and dehydrated as described previously (252). Laser-capture microdissection (LCM; Arcturus) was performed to isolate GFP-positive neurons. Total RNA was isolated and RT-qPCR was performed to measure *Chrna3*, *Chrna5*, and *Chrn4b* mRNA expression as described above.

**Behavioral Assays**

After surgeries, mice were placed in the colony room overnight to recover, and then were placed in a reverse light/dark cycle room for 2.5 weeks prior to behavioral experiments. All behavioral assays, except the elevated plus maze (EPM), were done solely in red light.

**EPM:** The EPM was performed in dim white light, as described in Zhao-Shea et al. (253). Briefly, mice were habituated to the test room for at least 30 minutes. Individual mice were placed in the center of the EPM and were allowed to explore for 5 minutes. Time spent in the open arms, number of entries into the open arms, and total arm entries were measured using the MED-PC IV software (MED Associates, Inc.). The EPM apparatus was cleaned thoroughly with Micro90 cleaning solution between each trial.

**Open Field Test (OFT):** Mice were habituated to the test room for 1 hour prior to the test. Individual mice were placed in an open field arena (42 × 38 × 30 cm) with its face towards one of the walls of the arena. Mice were allowed to explore the arena for 10 minutes. The movement of the mouse was video recorded and
time spent in the center of the arena and latency to center was determined using EthoVision XT 11.5 (Noldus Apparatus). The open field arena was cleaned thoroughly with Micro90 cleaning solution between each trial.

**Marble Burying Test (MBT):** The MBT was performed as previously described in Zhao-Shea et al. (253). Briefly, mice were habituated to a standard mouse cage filled with bedding for 2 days (1 hour/day). On test day, 15 glass marbles were placed on top of the bedding, in 5 rows of 3 marbles. The marbles were evenly spaced approximately 4 cm apart. After the 30-minute test, the number of buried marbles was counted.

**Social Preference:** Mice were habituated to the test room for 1 hour prior to the test. Mice were habituated to a three-chamber box containing dividers for 5 minutes. The two side chambers have the dimensions 42 × 24 × 30 cm and the middle chamber has the dimensions 42 × 15 × 30 cm. A C57BL/6J male juvenile mouse (approximately 6 weeks of age) was placed in a plastic cylinder and positioned in the corner of the arena. The experimental mouse was allowed to explore for 5 minutes. A C57BL/6J male novel juvenile mouse was then placed in another cylinder in the opposite side of the arena. The experimental mouse was allowed to explore for 5 minutes. The experiment was video recorded (HDR-CX4440 camera, Sony) and time of investigation was manually scored by an individual blind to the treatment groups. The arena and cylinders were cleaned thoroughly with Micro90 cleaning solution between each trial and the cylinders were counter-balanced to prevent biases to one side of the arena. Novelty
preference was measured by calculating the difference in time of interaction with the novel mouse and time of interaction with the familiar mouse, divided by the total time.

*Conditioned Place Aversion (CPA):* The CPA assay consists of a 6-day protocol that includes habituation, pre-test, conditioning, and post-test. On day 1, mice were habituated to the syringe needle by injecting (i.p) them with a volume of saline equal to their body weight divided by the overall average mouse body weight, multiplied by 100 microliters. On day 2, the pre-test day, individual mice were placed in the CPA arena and allowed to freely explore for 20 minutes to determine any bias to one side. The CPA arena consists of three chambers, two side chambers (13 × 15 × 12 cm) and a middle chamber (13 × 10 × 12 cm). The two side chambers differ in their characteristics: one chamber has white walls with a grid metal floor, while the other chamber has black walls with a striped metal floor. These differences allow the mice to differentiate between the two chambers. The mice were then habituated to the syringe needle again by injecting (i.p) saline as described above. Days 3-5 are the conditioning days in which mice were injected (i.p) with saline in the morning and placed in the saline-paired chamber for 20 minutes. Four hours later mice were injected (i.p) with a high dose of nicotine (1.5 mg/kg) and placed in the drug-paired chamber for 20 minutes. The preferred side, as determined on the pre-test day, was paired with the drug. On day 6, the post test, individual mice were placed in the middle chamber and were allowed to freely explore for 20 minutes. The time spent in
each chamber was recorded using the MED-PC IV software. The difference score was calculated as the time spent in an individual chamber during the post-test subtracted by the time spent in an individual chamber during the pre-test.

**Results**

**Chrna3 knockdown in N2A cells by pGIPZ-shRNA 8843 lentivirus**

To investigate whether α3* nAChRs are necessary for behaviors that tend to precede addiction, as well as nicotine aversion, I used an shRNA approach to knockdown *Chrna3* mRNA expression. I first tested two different shRNAs that were designed to target *Chrna3*, pGIPZ-shRNA 9543 and pGIPZ-shRNA 8843. After expression of pGIPZ-shRNA 8843 in the mouse neuronal-like cell line N2A, *Chrna3* mRNA expression was significantly downregulated compared to the pGIPZ-scramble control (Fig. 5.1). Expression of pGIPZ-shRNA 9543 did not significantly downregulate *Chrna3* mRNA expression compared to the scramble control. Thus, for future experiments I used pGIPZ-shRNA 8843.

I also measured *Chrna5* and *Chrb4* mRNA after expression of the shRNAs. It is well known that *Chrna5*, *Chrna3*, and *Chrb4* are tightly clustered together on chromosome 15 in humans and chromosome 9 in mice, and thus susceptible to similar regulatory proteins (254). Therefore, I wanted to determine if *Chrna5* and *Chrb4* expression changes when *Chrna3* expression is reduced. Knocking down *Chrna3* mRNA expression did not significantly alter the mRNA levels of *Chrna5* and *Chrb4*. 
Figure 5.1 Knockdown of *Chrna3* mRNA expression in N2A cells

Quantification of *Chrna3* (top), *Chrna5* (middle), and *Chrnβ4* (bottom) mRNA expression after overexpression of pGIPZ-scramble control, pGIPZ-shRNA 9543, or pGIPZ-shRNA 8843 lentiviruses in N2A cells. Data are displayed as mean ± SEM. n=2 Each dot represents a cell plate well. There were 2 wells/experiment. One-way ANOVA with Tukey’s multiple comparisons was used for statistical analysis. **p<0.01.
Infection of pGIpZ-shRNA 8843 lentivirus in the mouse IPN did not alter anxiety, novelty preference, or nicotine aversion

The IPN is involved in various behaviors including anxiety (255), novelty preference (225), and nicotine-associated behaviors (244, 253), and it is known that nAChRs play a role in modulating these behaviors, but little is known about the role of α3* nAChRs in these behaviors. Thus, I investigated whether IPN α3* nAChRs can modulate these behaviors as well. Due to whole animal α3 nAChR subunit knock out mice dying shortly after birth (249), knocking down Chrna3 mRNA expression via viral delivery seemed to be a good approach. I injected 0.3 μl of pGIpZ-shRNA 8843 into the IPN of 8 week-old male mice using a stereotaxic injector. The virus was expressed for 2.5 weeks prior to the behavioral assays.

Anxiety

Rodents undergo somatic and affective anxiety-like behaviors similar to humans; these anxiety-like behaviors can be measured by multiple tests. Some of the most common anxiety assays are the EPM and OFT. The Gardner/Tapper lab also uses the MBT as a measurement of anxiety, which is typically used in combination with other anxiety assays. Mice usually favor hiding versus being exposed to open spaces. Both the EPM and OFT are assays that test this kind of anxiety. Additionally, the EPM is elevated off of the ground, which can present an additional layer of anxiety for the rodent. For the EPM assay, the mouse is placed at the center of the EPM and the time spent inside each arm is measured,
as well as the number of entries. Motion sensors in the maze can detect where the mouse is located. The more time the mouse spends in the open arm is indicative of decreased anxiety. In contrast, the more time the mouse spends in the closed arms means that there is increased anxiety. Due to studies showing that knockout of nAChR subunits alleviate anxiety-like behaviors (246, 247, 256, 257), I hypothesized that knockdown of Chrna3 mRNA expression in the IPN would also alleviate anxiety-like behaviors. However, we did not observe any change in time spent in open arms and open arm entries between pGIPZ-scramble control- and pGIPZ-shRNA 8843-infected mice (Fig. 5.2a). Total arm entries were measured to be sure that the result we see in the EPM is not attributed to altered locomotor activity; there was no difference in total arm entries.

The OFT was used to measure anxiety. In this test, mice were placed in the center of a box and the time in the center and latency to the center were measured. The more time the mouse spends in the center and a low latency to center means they have low anxiety. There was no difference in time spent in the center or latency to center between pGIPZ-scramble control- and pGIPZ-shRNA 8843-infected mice in the OFT (Fig. 5.2b). Total distance travelled was also measured to assess locomotor activity; it did not differ between the treatment groups.

Lastly, I used the MBT as a complementary anxiety assay. In the MBT, the number of buried marbles reflects to the level of anxiety, higher the number,
higher the anxiety. The MBT revealed that there was no change in marbles buried between pGIPZ-scramble control- and pGIPZ-shRNA 8843-infected mice (Fig. 5.2c). These data suggest that IPN α3* nAChRs are not necessary for anxiety-like behaviors.
Figure 5.2 Infection of pGIPZ-shRNA 8443 in the IPN did not alleviate anxiety-like behavior

A. Average time spent in open arms, average open arm entries, and total arm entries in the EPM of mice injected with pGIPZ-scramble control or pGIPZ-shRNA 8843 in the IPN. B. Average time spent in the center, average latency to center, and average distance travelled in the OFT of mice injected with pGIPZ-scramble control or pGIPZ-shRNA 8843. C. Average number of marbles buried in the MBT of mice injected with pGIPZ-scramble control or pGIPZ-shRNA 8843. Data are displayed as mean ± SEM. Individual values are also shown as dots. n=5-6 Unpaired t-test was used for statistical analysis. P > 0.05 for all comparisons between the treatment groups.
**Social Preference**

Like many psychiatric disorders such as anxiety, novelty-seeking behavior can be a prerequisite to drug abuse (214). One of the ways investigators can test for novelty preference is via a novelty preference assay (225). The Tapper lab has utilized the novelty preference assay described in Molas et al. to uncover a novel neurocircuitry underlying familiarity signaling (225); this novel circuitry included the IPN. Inhibiting the IPN using optogenetic techniques resulted in the experimental mouse identifying the familiar mouse as novel. These data suggest a role for the IPN in familiarity signaling (225). Furthermore, β4* nAChRs are necessary for normal social behavior (248). In this study, wild-type mice spent more time investigating the novel mouse compared to the familiar mouse. Conversely, the β4 nAChR subunit knockout mice spent similar amounts of time investigating both the novel and familiar mice (247). The studies described above suggest a role for both the IPN and nAChRs in novelty preference and social behavior. I investigated if IPN α3* nAChRs are necessary for novelty preference. I hypothesized that decreased Chrna3 mRNA expression in the IPN would increase investigation of the familiar stimulus, mimicking what was seen after shutting off the IPN via optogenetics (225). Scramble control mice spent significantly more time investigating the novel mouse relative to the familiar mouse, which was expected as mice tend to favor novel stimuli (225). Although there was a trend for mice infected with pGIPZ-shRNA 8843 to spend more time...
investigating the novel mouse, this did not reach significance (Fig. 5.3, top), likely due to variability in this group. The preference ratio was calculated and showed that there was no significant difference in the preference ratio between pGIPZ-scramble control- and pGIPZ-shRNA 8843-infected mice (Fig. 5.3, center). The total time of investigation was measured to control for locomotor behavior; there was no difference in total time of investigation between pGIPZ-scramble control- and pGIPZ-shRNA 8843-infected mice (Fig. 5.3, bottom). If IPN α3* nAChRs were necessary to modulate novelty preference, I would expect the knockdown mice to spend significantly less time investigating the novel mouse compared to the pGIPZ-scramble control mouse. However, these data suggest that α3* nAChRs may not be modulating novelty preference.
Figure 5.3 Infection of pGIPZ-shRNA 8843 in the IPN did not alter novelty preference

Average time of investigation between the familiar and novel mice (top), preference ratio (middle), and total time of investigation (bottom) of mice infected with pGIPZ-scramble control or pGIPZ-shRNA 8843 lentiviruses. Data are displayed as mean ± SEM. Individual data points are shown as dots. n=5-6 Two-way ANOVA, Tukey’s multiple comparisons was used for statistical analysis for time of investigation. Un-paired t-test was used for statistical analysis for the preference ratio and total investigation time. *p<0.05
Conditioned Place Aversion

Nicotine is rewarding at a dose of 0.5 mg/kg, but this drug is aversive if high doses are given (1.5 mg/kg) (258, 259). Interestingly, α5* nAChRs in the habenulo-interpeduncular pathway modulate nicotine intake. Fowler et al. showed that α5 subunit knockout mice had increased nicotine self-administration when given a high nicotine dose; after re-expressing the α5 nAChR subunits in the mHb of α5-null mice, this rescued the effect (244). Furthermore, high doses of nicotine activate the IPN in wild-type mice, but this activation was abolished in α5 knockout mice. These data suggest that α5* nAChRs in the habenulo-interpeduncular pathway modulate nicotine intake. Indeed, habenulo-interpeduncular α5* nAChRs, as well as β4* nAChRs, are necessary for modulating nicotine aversion (244). To determine if α3* nAChRs in the habenulo-interpeduncular tract play a similar role in modulating nicotine aversion, we determined whether knockdown of Chrna3 mRNA expression in the IPN decreased aversion to high doses of nicotine. I performed the conditioned place aversion paradigm to measure the aversive effect of nicotine. The test consists of a 3-chamber apparatus, with one compartment designed to have different features from the other compartment (white vs. black walls and horizontal grid vs. cross-grid flooring), and a ‘neutral’ center chamber (260). Mice injected with the pGIPZ-shRNA 8843 showed a trend toward aversion to the high dose of nicotine, relative to saline, although this result did not reach significance. Mice injected with the pGIPZ-scramble control did not show aversion to the high dose of
nicotine, compared to saline (Fig. 5.4). This result is quite puzzling as I would expect that the high dose of nicotine would be aversive to the pGIPZ-scramble control mice. Thus, it is difficult to interpret these data as the controls did not show aversion to the high nicotine dose which makes the comparison between the pGIPZ-scramble control and pGIPZ-shRNA 8843, in regards to nicotine aversion, confounded.
Figure 5.4 Infection of pGIPZ-shRNA 8843 in the IPN did not alter nicotine aversion

The average difference score between mice injected with pGIPZ-scramble or pGIPZ-shRNA 8843 in the IPN. White bars represent mice that were injected (i.p) with saline control and gray bars represent mice injected (i.p) with 1.5mg/kg nicotine. Data are displayed as mean ± SEM. n=4-6 Two-way ANOVA, with Tukey's multiple comparisons were used for statistical analysis. P > 0.05 for all comparisons.
Confirming knockdown of *Chrna3* mRNA expression in the IPN

The behavioral assays suggest that α3* nAChRs may not be playing a role in anxiety, novelty preference, or nicotine aversion. To make these conclusions, however, *Chrna3* mRNA knockdown in the IPN must be confirmed. I confirmed lentivirus expression in the IPN (Fig. 5.5a), and performed LCM and RT-qPCR to measure *Chrna3*, *Chrna5*, and *Chrnb4* mRNA expression. Although there was a trend toward decreased *Chrna3* mRNA expression, this did not reach significance (Fig 5.5b), which could be attributed to variability and low sample size. Interestingly, I also saw non-significant reduction of *Chrna5* mRNA expression in mouse brains infected with pGIPZ-shRNA 8843 lentivirus (Fig. 5.5b), suggesting that manipulating *Chrna3* mRNA expression may secondarily disrupt *Chrna5* mRNA expression. Because I did not see significant knockdown of *Chrna3* mRNA expression when mice were injected with 0.3 µl of the shRNA lentivirus (0.3 µl was used for the behavioral assays), I increased the volume of virus to 1 µl and tested for *Chrna3* knockdown. After infecting the pGIPZ-shRNA 8843 into the mouse IPN, I saw an approximately 50% decrease of *Chrna3* mRNA expression (Fig. 5.6), which proved to be statistically significant. Similar to what I saw previously, *Chrna5* mRNA had a trend of decreased expression after knockdown of *Chrna3* mRNA expression, and there was no change in *Chrnb4* expression (Fig. 5.6).
Figure 5.5 Infection of pGIPZ-shRNA 8843 (0.3μl) in the IPN did not knockdown *Chrna3* mRNA expression

**A.** Virus and coronal brain slice schematic, and representative fluorescence microscopy image of the IPN in a mouse infected with pGIPZ-shRNA 8843. GFP indicates that the neurons are infected with virus. **B.** *Chrna3* (top), *Chrna5* (middle), and *Chrnb4* (bottom) mRNA expression levels measured by RT-qPCR after IPN injection of pGIPZ-scramble control or pGIPZ-shRNA 8843 lentivirus. Data are displayed as mean ± SEM. Individual values are shown as dots. n=3-5 Unpaired t-test was used for statistical analysis. P > 0.05 for all comparisons.
Figure 5.6 Knockdown of *Chrna3* mRNA expression after infection of pGIPZ-shRNA 8843 (1μl) in the IPN

Quantification of *Chrna3* (top), *Chrna5* (middle), and *Chrb4* (bottom) mRNA expression by RT-qPCR after overexpression of pGIPZ-scramble control or pGIPZ-shRNA 8843 lentiviruses in the IPN. Data are displayed as mean ± SEM. n=5-7 Unpaired t-test was used for statistical analysis. *p<0.05
Discussion

The IPN and nAChRs are involved in behavioral phenotypes involved in the susceptibility to drug addiction, such as anxiety and novelty-seeking behaviors, as well as drug addiction itself (221, 225, 243, 244, 246-248, 255), however the role of α3* nAChRs in these behaviors has not previously been undertaken in part because α3 whole body knockout mice die shortly after birth (249). The goal of this project was to determine if α3* nAChRs contribute to anxiety, novelty-seeking, and nicotine aversion. To investigate this, I took an shRNA lentiviral-mediated approach to knock down Chrna3 mRNA expression in the IPN. I first tested two pGIPZ-shRNAs to determine their knockdown efficiency. pGIPZ-shRNA 8843 significantly knocked down Chrna3 mRNA expression, *in vitro*. I also determined that reduced Chrna3 mRNA expression does not alter the mRNA expression of tightly clustered nAChR subunits Chrna5 and Chrm4. To investigate if knockdown of Chrna3 mRNA expression alters behavior, I injected pGIPZ-shRNA 8843 lentivirus into the IPN and expressed the virus for 2.5 weeks prior to the behavioral assays. I first tested anxiety-like behaviors by performing the EPM, OFT, and MBT. The results from these assays suggest that α3* nAChRs are not important for anxiety. Next I assessed social novelty-seeking behavior. There was no difference in novelty preference between pGIPZ-scramble control- and pGIPZ-shRNA 8843-injected mice, suggesting that α3* nAChRs are not involved in social novelty-seeking behaviors. Lastly, I
investigated if $\alpha 3^*$ nAChRs modulate nicotine aversion, similar to $\alpha 5$ and $\beta 4$ nAChR subunits. I did not see a significant difference in nicotine aversion between pGIPZ-scramble control- and pGIPZ-shRNA 8843-injected mice, suggesting that $\alpha 3^*$ nAChRs are not important for nicotine aversion.

After the behavioral assays, lentivirus expression in the IPN was confirmed and Chrna3 mRNA expression knockdown was measured. Chrna3 mRNA expression in the IPN was not significantly knocked down, however there was a clear trend for decreased Chrna3, as well as Chrna5 mRNA expression. I wouldn’t have expected this as I did not see Chrna5 mRNA expression change after knocking down Chrna3 in N2A cells. The lack of significant knockdown of Chrna3 mRNA expression could be attributed to the low number of samples. Thus, before repeating any behavioral experiments, I wanted to confirm that pGIPZ-shRNA 8843 could significantly knockdown Chrna3 mRNA expression in the IPN. After increasing the lentivirus volume to 1 $\mu$l and increasing the sample size, Chrna3 mRNA expression was significantly knocked down. Again, Chrna5 mRNA expression also showed a trend toward decreased expression.

Caveats and Drawbacks

The conclusions from the behavioral assays should be taken with a grain of salt. When analyzing the anxiety behaviors, particularly the EPM data (Fig. 5.2), I noticed that half of the pGIPZ-scramble control mice were very anxious as they barely explored the open arm of the maze. This is unusual as C57BL/6J mice usually spend at least 50 seconds in the open arm of the EPM (253). This is
concerning as comparing anxiety-like behaviors between the two groups can be difficult if the controls already have high levels of anxiety. Additionally, some of the behavioral assays performed were quite variable, including the novelty-seeking and CPA assays; this could be the reason I did not see any significant differences between treatment groups. Specifically, in the novelty-seeking behavior, pGIPZ-scramble control mice spent significantly more time investigating the novel mouse, but this was not seen for pGIPZ-shRNA 8843 mice (Fig. 5.3). Notably, the scatter dots on the bar graphs show that the pGIPZ-shRNA 8843 time of investigating the novel mouse was more variable than pGIPZ-scramble control, which could contribute to the lack of significance. Additionally, the CPA assay showed that the high dose of nicotine was not aversive for either group of animals, which is quite puzzling as high doses of nicotine is known to be aversive (244). However, there was a trend toward nicotine aversion in pGIPZ-shRNA 8843-injected mice, but this did not reach significance due to variability. Regardless, because the high dose of nicotine seemed to not be aversive to the pGIPZ-scramble control mice, this makes the results difficult to interpret. Another caveat of the project is that the pGIPZ-shRNA lentivirus had poor cell infection. As shown in the representative image of the virus expression (Fig. 5.5a), many of the IPN cells were not infected; this was surprising as lentiviruses are known to have wide-spread expression. The lack of pGIPZ-shRNA 8843-infected IPN cells could have contributed to the negative behavioral results. Lastly, because ChRNA5 mRNA expression seems to be
altered after knocking down *Chrna3* mRNA expression, determining the role of α3* nAChRs in phenotypes associated with the susceptibility to nicotine addiction and nicotine addiction itself will be difficult. Any positive behavioral result I would see could be attributed to altered *Chrna5* mRNA expression, and not necessarily due to disrupted *Chrna3* mRNA expression.
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