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 [Fig 4-7

Figure 4-7. Preliminary data suggesting temperature cycles affect TIM levels in cell
culture. Drosophila S2 cells were transfected with pAc-clk, kept at 25ºC DD for several
days, and then divided into two flasks.  Half of the cells were exposed to several days of
12hr: 12hr 20ºC/25ºC TC in DD , the other was maintained at 20ºC. Immediately after the
temperature cycle began, cells were collected and processed every 4 hours. TIM levels
were assessed with Western Blotting, and quantified.   Top panel:  TIM western blot over
2.5 days TC, bottom panel: quantification of TIM levels during TC (normalized by TIM
levels in constant conditions, i.e. each TC level divided by corresponding constant
conditions level, to adjust for decreasing transfection efficiency over time).
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[Fig 4-8]

Figure 4-8. Temperature-dependent effects on TIM levels in S2 cells is not
an artifact of the pAc-clk plasmid. Drosophila S2 cells were transfected with
pAc-clk, pAc-tim, or pAc-ßgal-V5 and exposed to several days of 12hr: 12hr
20ºC/29ºC TC in DD (warm phase: ZTs 0-12).  After 3 days of TC, cells were
collected and TIM or ßgal-V5 levels measured with Western Blotting (pAc-clk
ZT 1 and ZT 13 time points were lost during sample processing). Ctrl: non-
transfected S2 cells (exposed to 3 days constant 20ºC or constant 29ºC).  C:
control samples of transfected S2 cells (exposed to 3 days constant 20ºC or
constant 29ºC.  All control samples were collected during the first collection
point of TC-exposed cells. TIM levels appear to be temperature dependent
regardless if expressed directly via pAc-tim or indirectly via CLK expression.
In contrast, ßgal-V5 appears constant in both warm and cold temperatures.

 C    C \ C    C  C   C

 C    C
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Figure 4-9.  Proteasome-independent TIM degradation at 29ºC in
Drosophila S2 cells.  The cells were transfected with pAc-tim and then
maintained at 20ºC in the dark.  At time 0, they were treated with
proteasome inhibitor (MG-132), protein synthesis inhibitor (CHX), or both
(MG-132 + CHX) and then placed in 20ºC or 29ºC, and harvested after 1,
3, 6, or 12 hours.  Western blots were stained with an anti-TIM antibody
(TIM) or anti-SPECTRIN (SP) as a loading control.  MG-132 did not
prevent the decrease in TIM levels at 29ºC.  In addition, CHX treated cells
still show relatively higher levels of TIM at 20ºC.  Taken together, this
suggests that there is a proteasome-independent mechanism of TIM
degradation at 29ºC that contributes to the difference in TIM levels at warm
and cold temperatures.
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CHAPTER V

FINAL CONCLUSIONS

A.  General Discussion

In this dissertation I have investigated the neuronal and molecular substrates of

light and temperature inputs into the Drosophila circadian clock.

In Chapter II, I provide data that demonstrates that CRY binds to TIM in a light-

dependent manner, and that this irreversibly commits TIM to proteasomal degradation.

This study provides new information about how CRY acts as an intracellular circadian

photoreceptor.  After being activated by light, CRY interacts specifically with TIM, or

with the TIM/PER dimer via TIM.  Somehow, this interaction results in TIM, but not

CRY, being irreversibly tagged for degradation.  This could be through phosphorylation

of TIM by CRY; there is some evidence that cryptochromes in other species have kinase

activity (Ozgur and Sancar, 2006).  However, it is likely that CRY’s effect on TIM is due

to other molecules that CRY recruits when interacting with TIM.  Recent studies show

that JETLAG, an F-Box protein and putative component of a Skp1/Cullin/F-box (SCF)

E3 ubiquitin ligase complex, is necessary for CRY to transmit light-information to TIM
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(Koh et al., 2006; Peschel et al., 2006).  Thus, a possible picture emerges in which CRY,

after a light-induced conformational change, binds to TIM and recruits a kinase that

phosphorylates TIM (Naidoo et al., 1999).  Phosphorylated TIM would then be targeted

by the SCF Complex and ubiquitinated. It is unknown if CRY itself is ubiquitinated. It

could possibly be this difference in regulation of ubiquitination that allows CRY, but not

TIM, to avoid degradation if returned to dark conditions after a light-pulse.  But what are

the other proteins involved in these degradation pathways, and what regulates CRY

degradation?

Additional studies will be needed to identify other molecules that interact with

CRY and TIM and to determine their function in the light-input pathway.  However, our

analysis of the crym mutant in Chapter II provides a partial answer to what regulates CRY

degradation - the Carboxy-terminal domain (C-terminus) of the protein. Our studies on

these mutant flies that express a truncated version of CRY indicate that the C-terminal

domain of CRY is not necessary for circadian light detection but instead regulates CRY

stability. Putting these data together, we propose a new model of CRY function involving

separate roles of its two main structural domains in which the photolyase domain is

sufficient for circadian function and the C-terminus plays a regulatory role. Another

research group found that over-expressing a truncated CRY with wild-type photolyase

domain and no C-terminus resulted in constant-light-like phenotype and therefore

reached a similar conclusion about the functional importance of the photolyase domain

(Dissel et al., 2004). Intriguingly, this model is very different from the proposed role of

these domains in CRYs of other species.  In Arabidopsis, the CRY1 C-terminal domain is
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what transduces the light signal to the circadian clock, as over-expression of the C-

terminus alone leads to a constitutively active constant-light-like phenotype (Yang et al.,

2000).  In contrast with the Drosophila CRY, the CRY1 core photolyase domain acts as a

regulator and not as a signal-provider.  In the dark, the photolyase domain recruits an

inhibitory protein, COP1.  The CRY1 C-terminus interacts with COP1 and is prevented

from binding and signaling  to other circadian molecules (Yang et al., 2001).  In

vertebrates, it is again the photolyase domain that interacts with downstream circadian

components, however the modulatory effect of the C-terminus is via regulation of CRY

protein localization as opposed to protein stability (Zhu et al., 2003).  In these animals,

however, the role of the photolyase domain is very different:  vertebrate CRYs function

as transcriptional repressors, and form part of the core feedback loop of the clock

(Stanewsky, 2003).  Indeed, CRY has recently been shown to have transcriptional

repression activity in many other insect species (Yuan et al., 2007).  In the monarch

butterfly there are two cry genes, one of which has photosensitive properties and the

other that acts as a potent transcriptional repressor (Zhu et al., 2005).  There is even a

growing body of evidence suggesting that Drosophila CRY can also act as a

transcriptional repressor, at least in peripheral clocks (Collins et al., 2006; Krishnan et al.,

2001; Ivanchenko et al., 2001). One can speculate that the original CRY proteins were

modified versions of the ancient photolyases around which were formed the basis for

anticipatory clock gene networks (Collins et al., 2006).  These proteins could have had

both light-sensing and repressive functions.  Then in different species, these CRYs

evolved in separate ways.  For many organisms, as direct intracellular photoreception was



137

no longer useful, circadian photoreception was forced to rely on peripheral photosensors,

and CRY’s role became strictly repressive. During the course of this evolution from the

photolyase, the C-terminal domain has acquired differing functions in various organisms

to aid with regulating and specifying the diverse roles it plays in different species.

Drosophila CRY may be a rare example of a cryptochrome that still retains both

functions of the ancestral protein.

While studies have accumulated a substantial amount of knowledge regarding the

mechanism of the intracellular circadian light-input pathway, understanding of

temperature-inputs into the circadian clock is still extremely limited.  The molecular data

in Chapter 4 demonstrate that TIM protein levels can be temperature-dependent, at least

in per0 mutants and in vivo in cell culture. Whether the TIM degradation I see at 29ºC is

via the same mechanism as previous studies reporting acute TIM degradation at higher

temperatures is unclear (Sidote et al., 1998).  High-temperature behavioral effects appear

to be CRY-dependent (Kaushik et al., 2007).  In contrast we see TC-induced TIM cycling

in cry-deficient situations: in cryb fly head extracts (where the CRY is severely

hypomorphic and expressed at very low levels) and in our S2 cells (which do not express

detectable levels of CRY protein) (unpublished results).  Future experiments using cry

RNAi to further knockdown cry expression in S2 cells could be used to investigate the

role of CRY in TIM instability at higher temperatures.

Recently, two articles were published showing an effect of temperature on

transcription of circadian genes (Boothroyd et al., 2007; Yoshii et al., 2007).  Boothroyd

and colleagues used microarray analysis to show that temperature cycles in constant



138

darkness can entrain circadian transcripts.  They found that the set of thermocycle-

entrained transcripts overlaps significantly with previously reported photocycle-entrained

transcripts.  Their analysis used flies never exposed to light/dark cycles, and was

measuring transcription rhythms that persisted after the temperature cycles had stopped;

the data suggest that temperature cycles can entrain a circadian oscillator that has never

been synchronized by light dark cycles.  Additionally, they report a temperature-sensitive

TIM mRNA splice form: timcold.  Predominantly seen during the cold phase (18ºC),

timcold is a longer tim transcript with the last tim intron retained.  As this last intron

contains a premature stop codon, the predicted protein is truncated and missing a

fragment of the cytoplasmic domain.  It is unclear how this affects the function of the

protein, however it may contribute to the observation that overall tim transcript levels

appear to be increased at 18ºC relative to 25ºC. This temperature-sensitive splicing could

regulate temperature entrainment, or could help coordinate timing of the evening peak

similarly to the previously reported temperature-sensitive per splicing (Majercak et al.,

1999). In the other recent article, Yoshii and colleagues show effects of temperature-

shifts on transcription of several circadian genes (Yoshii et al., 2007). In this study, the

authors found that after a single temperature change between 20ºC and 30ºC, transcript

levels of per, tim, Clk, vri and Pdp1 mRNA rose or fell depending on the direction of the

temperature shift.  The authors suggest that alternating 12-hour temperature steps-up and

steps-down would repeatedly produce opposing effects on clock gene transcription rates

that could eventually result in stable molecular oscillations in synchrony with the

temperature cycle. Together with my results suggesting post-translational temperature
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effects, these studies on temperature and transcription indicate that temperature

entrainment of the circadian clock may be much more complicated than photic

entrainment.  As opposed to having several dedicated light-input pathways, temperature

may affect many or all reactions in the molecular pacemaker.  This will make it very

difficult to tease out the relative role of each temperature effect and to determine which

are the most important.  Careful work using inhibitors to block transcriptional effects or

post-translational effects, however, may help us determine which molecular pathways

show the most temperature sensitivity.  Indeed, there is some evidence that suggests there

could be a dedicated temperature-input pathway (Glaser and Stanewsky, 2005).  Using a

chemical mutagenesis screen, Glaser and colleagues isolated nocte, a mutant that entrains

normally to light/dark cycles but is deficient in behavioral and molecular

synchronizations to temperature cycles in constant light conditions. It is thus possible that

future screens could identify a set of molecules that participate in input pathways for

temperature entrainment of the molecular clock.

At the cellular level, several advances have been made in our understanding of

how the known pacemaker neurons function to regulate circadian responses to

temperature.In Chapter III, behavioral analysis of locomotor activity to compare

temperature entrainment between wild-type flies and flies lacking subsets of circadian

neurons.  We found that the cells previously characterized as M (Morning) cells and E

(Evening) cells under light/dark cycles play similar roles under temperature cycles in the

absence of light.  Recent data suggest that environmental conditions can dictate which

cell groups dominate the circadian network (Murad et al., 2007; Stoleru et al., 2007).  In
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our experimental paradigm, the M-cells appear to be necessary for rhythmicity to persist

in constant darkness after temperature cycles. This suggests that even after temperature

cycles, the M-cells continue to be the primary dark-dominant pacemaker cells.  It is

unknown if temperature conditions, like light, can modulate the relative importance of

different cell groups.  However, it appears that under certain conditions there may be

cells that have a temperature cycle specific activity.  We present evidence that other, non-

M and non-E-cells may contribute to evening activity during temperature cycles, both in

constant darkness and constant light.  These may be the LPNs, a neuronal group reported

to show molecular oscillations specifically under temperature cycles but not light/dark

cycles (Yoshii et al., 2005). To further verify this, immunocytochemical analysis of flies

lacking M and E-cells will have to be done to demonstrate that molecular oscillations

persist specifically in temperature cycles in the LPNs (or other cells implicated in

temperature-specific behavior).

As we collect a more detailed picture of the roles of individual cell groups under

different conditions, the next task will be to better understand the role of communication

between these cells in the production of properly timed circadian behavior.  Our work in

Chapter IV suggests that one possible function of the intercellular network is to modulate

sensitivity to external inputs:  when M-cell output is disrupted or the M-cell molecular

oscillator is altered, E-cells become overly reactive to temperature fluctuations.  There is

some evidence suggesting that attenuated oscillators exhibit stronger phase-shifting in

response to environmental fluctuations (Pittendrigh et al., 1991; Vitaterna et al., 2006).

Our data may support this, as over-expressing per in the M-cells alone led to faster re-
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setting of the entire system.  We believe that the resetting is due to an attenuated

oscillator in the M-cells generated by higher overall levels of PER, and support this

theory by showing that we see similar temperature sensitivity in ClkJrk heterozyotes,

which have decreased amplitude in molecular oscillations (Allada et al., 1998).  Further

work, possibly using immunocytochemical analysis, is needed to verify that per

overexpression does indeed lead to a dampened molecular oscillator.  However, it is

tempting to wonder if intercellular communication in general increases the robustness of

the entire circadian system. A recent publication looking at mammalian clock cells

expressing mutant proteins suggested that intercellular coupling could compensate for

genetic perturbations and increase robustness of the oscillations of the system (Liu et al.,

2007).  Much remains to be determined as to what effects network communication has,

and what type of information is being communicated.  Our work supports a growing view

that the network may have more functions than just synchronizing individual cell

oscillators.

B.  Future Directions

Our data add to an understanding of the circadian cell network where individual

cell groups contribute to different aspects of circadian behavior, and the cell-to-cell

communication is necessary for proper maintenance and response of rhythms.  However,

our assays are still fairly crude:  we used tissue-specific drivers that affect several groups

of neurons at the same time, and our behavioral assay is not able to measure subtle
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differences in behavior because of the noisiness of behavior that occurs during individual

flies’ reactions to the temperature cycles.  Hopefully, the development of new drivers to

target smaller subsets of neurons, as well as further characterization of cell phase under

different environmental regimes using immunocytochemistry, can help us further

elucidate the details of this network.

Eventually, such studies may lead to a better understanding of how environmental

inputs act together to synchronize circadian systems.  This will not only deepen our

understanding of how circadian behaviors respond to environmental conditions; it may

also provide information to help us better manage clinical disorders created when human

circadian systems are de-synchronized from the external day/night cycle.
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APPENDIX I:

Glossary of Circadian Terms

Actogram:  A graph of daily activity. In this thesis, the actograms show fly locomotor
activity levels on the y-axis and the time-of-day on the x-axis.  Subsequent days are
stacked vertically, and the data is double-plotted such that each line shows the activity
over 2 consecutive days.

Circadian Clock:  an internal biological time-keeper which maintains a roughly 24 hours,
is entrained by external day/night signals, and regulates daily changes in physiology and
behavior.

Circadian Time (CT):  The time-of-day when an animal is free-running in constant
conditions, relative to the beginning of the animal’s active phase.  In Drosophila, this is
usually expressed in hours passed since the time that would correspond to dawn if there
was an external day/night cycle (as Drosophila are diurnally active and maintain a period
length of approximately 24 hours).

Clock: a time-keeper that provides output indicating what time it is.

to Entrain: to synchronize the circadian system to an external environmental day/night
cycle, or other regularly occurring environmental stimulus, by causing lasting effects on
the phase and/or period of the underlying circadian oscillator (see “to synchronize” for
comparison).

Free-running period:  The innate period length of an organism’s circadian cycle.  This is
assessed by observing the period length of a circadian cycle (i.e., circadian behavior or
circadian molecular oscillations) in conditions with no external time-cues.  In this
dissertation, “Tau” is used as an abbreviation for the free-running period.

Masking:  a non-circadian effect that an external stimulus has on a circadianly-regulated
output.  This can be due to the stimulus acting downstream of the circadian clock, or
could be due to the stimulus having an effect on a completely parallel process.

Oscillator: a self-contained system whose state varies in a recurring fashion.

Pacemaker:  a device that establishes and maintains the rate of a rhythmic activity.

Period:  the length of time it takes for a defined state in an oscillation to re-occur.

Phase:  the state an oscillatory system is in relative to the rest of its cycle. In this
dissertation, the phase is described by measuring the time that has passed from an
external reference point to a specified point of a circadian rhythm.



157

to Synchronize: to cause to occur at the same frequency and phase.  In this thesis,
“synchronization” of behavior refers to situations where an external cycle in the
environment (such as a temperature cycle) has caused the outward manifestation of a
circadian rhythm (such as circadianly regulated locomotor activity) to have a similar
phase and period as the external cycle. The term “synchronized” refers to the final effect
of the activity pattern being similarly timed as the external cycle; it does not necessarily
imply that the phase or period of the underlying circadian oscillator has also been
adjusted (see “to entrain” for comparison).

Time-keeper: a system whose state contains information about the time duration since
some reference point (e.g. since it was started).

Zeitgeber:  (from the German, time-giver) an environmental input that can entrain or re-
set a biological clock.

Zeitgeber Time (ZT):  The time-of-day, expressed in hours passed since dawn, during a
day/night cycle.  “ZT 0” is the onset of the day, usually meaning when the lights were
turned on.  In reference to thermocycles, “ZT 0” refers to the onset of the warm phase.
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APPENDIX II:

Development of a Quantitative Temperature Entrainment Assay

1.  The importance of quantification in behavioral genetics.

When studying the mechanisms regulating behavior, it is important to develop

objective ways of defining and measuring manifestations of the behavior.  Just like

careful molecular biology requires quantification of protein levels, fluorescent staining,

etc., to draw meaningful conclusions from experiments, the study of behavioral analysis

also greatly benefits from quantification. Ideally, the behavior should be broken down

into several components, and each component should have a way to be objectively

measured.  Then, “normal” behavior can be defined in wild-type animals under varying

stimuli and environmental conditions.  Once the normal wild-type behavior has been

characterized, the behavior of mutant animals can be objectively compared to that of

wild-type animals and conclusions can be made about the effect of genetic manipulations

on this particular behavior.  Without defined ways of describing and measuring the

behavior it is difficult to assess and report how a mutant is responding abnormally.  In

this appendix, I will discuss how we evaluated temperature cycle entrainment in

Drosophila.  I will then briefly discuss some of the problems of our behavioral

quantification techniques and consider which changes, with hindsight, I would

recommend for future experiments.
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2.  The Temperature Entrainment Assay.

In many of the experiments in Chapters III and IV of this dissertation, my goal

was to investigate if a particular group of flies exhibited normal entrainment to

temperature cycles. To do this, we developed an assay where flies were first observed

free-running after entrainment to LD, were then exposed to a phase-shifting TC, and

finally released again to free-running conditions [Figure AII-1].  This experimental

protocol was chosen for the following reasons: (1) We used an experimental design

where the free-running circadian behavior was observed both prior and post exposure to

TC so that we could evaluate the effect of TC exposure on the phase of the underlying

circadian oscillator.  In this way, we could distinguish between genuine circadian

entrainment and the non-circadian (“masking”) effects of TCs on activity levels. (2) We

chose to use a box-step temperature cycle, as opposed to gradually changing temperature

fluctuations because it has the benefits of being a simple stimulus with only two

conditions (thermophase and cryophase). However, the caveat should be noted that it is

less similar to the gradually fluctuating temperature cycle occurring in natural

environments.  (3) We used 29ºC for the thermophase and 20ºC for the cryophase

because according to online weather records, the temperature on an average August day

in Canton, OH (where the wild-type c s strain was originally collected) fluctuates

between 20ºC and 29ºC.
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3.  Analysis of Behavior.

Our initial method of analyzing Drosophila circadian response to temperature was a

rough visual analysis of actograms. We have used two different programs to create

actograms:  the Fly Activity Analysis Suite, or “Faas” (Brandeis Rhythm Package), and

the dam_plot function in the Levine circadian MATLAB toolbox (Levine et al., 2002b).

In the Faas actogram, the time of every 20th crossing of a light-beam by a fly is marked

by a vertical line, or “hash”, on a one-dimensional graph. As a result the density of the

hash-marks is a measure of the fly activity during that time of the day [Figure AII-2]. The

individual fly actograms we plotted provided reassurance that the fly behavior was indeed

responding to temperature cycles [Figure AII-2].  By using the informal technique

humorously referred to by circadian biologists as the “hold the paper up and squint at it

till it becomes blurry” strategy, one can see that the darker parts of the actogram

(corresponding to increased behavioral levels) phase-shift in response to temperature and

then persist in a similar phase post-TC.  However, this method is far from ideal:  first of

all, it relies on subjective decisions of what qualifies as a true behavioral shift, secondly,

it has limited usefulness for identifying different components of behavior during TC

(such as the morning or evening peaks), and finally, it plots individual flies and not

averages.  To solve some of these problems, we began using a MATLAB toolbox to plot

actograms (Levine et al., 2002b).  These actograms [Figure AII-2] provide several

benefits:  the relative amount of activity per 30-minutes is graphed on the Y-axis for each

day, and this activity-curve can more easily be analyzed than hash-marks.  Additionally,

the average activity of a group of flies can be plotted to look for more subtle trends and
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decrease individual noisiness. Furthermore, errorbars can be derived from the fly-to-fly

variation.

The MATLAB toolbox we used contains several programs for quantifying phase

and phase-shifts.  The one we used, “peakphaseplot”, first smooths the data using an 8-

hour filter, and then identifies all peaks in activity in each actogram.  We manually select

which of these identified peaks are the evening peaks. The time of each evening peak

relative to midnight (or some other external time reference point) is calculated and

plotted for each experimental day. From the amount by which the peak shifted from day

to day we can determine if the circadian system entrained to the external stimulus, and at

what rate [see for example Figure 3-1 in Chapter III].

4.  Discussion of our Methods.

Our method proved sufficient in quantifying the response of wild-type flies to

temperature cycles. However, experiments with genotypes with more complex/abnormal

behaviors demonstrated certain limitations to this method. Indeed, when the assay was

used on flies with shorter or longer period lengths or with variable activity peaks, it

became a lot more difficult to assess temperature entrainment.  Several improvements to

our techniques, both at the experimental and analytical levels, would greatly improve our

ability to assess temperature entrainment, especially in non-wild-type flies.
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(a) Experimental design:

Since our goal of the experiment is to quantify the phase shift in circadian

behavior attributable to the stimulus, it is crucial to establish what the phase would be if

the flies had not been exposed to the stimulus. In most of our experiments, we did this by

comparing the phase after TC with the phase prior to TC.  However it is possible that in

some flies (especially in some short or long period mutants) the free-running activity of

flies not exposed to TC would change during the course of the experiment.  Therefore

comparing a post-TC phase with a prior-TC phase would not accurately take into account

some non-TC related phase changes.  Theoretically, we could improve our phase

assessment by an extrapolation from the pre-stimulus regime: the free-running period

prior to TC exposure presumably predicts where activity should occur if the animals had

not been exposed to TC. However, since the circadian rhythm is not necessarily constant

over the duration of the experiment (even in the absence of the stimulus), I would

strongly advice the use of a non-stimulus control.  This non-stimulus control group of

flies, left in constant conditions for the duration of the experiment, would help

differentiate between phase-changes due to the TC and phase-changes due to natural

differences in different genotypes due to genotype-specific or age-specific variations in

period length. Furthermore, since the before-after within-group comparison is replaced by

a concurrent between-groups comparison, entrainment can be recorded throughout the

experiment. In addition to a more robust analysis of the total entrainment effect, it would

also provide more accurate information on its day-by-day time course.
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(b) Choice of phase marker

The phase of the circadian rhythm is a measurement of the location of the

behavioral pattern relative to absolute time. Out of convenience, it is typically measured

by the timing of a single feature alone. We chose the evening peak as our phase marker as

it is a clear component of the Drosophila circadian behavior and there are several

programs available for identifying it. However, we found that masking effects sometimes

confounded the evening peak.  For example, higher overall activity during the warm

phase, or startle responses after a temperature change, can shift or obscure the location of

the activity peak. Furthermore, genotypes with complex behavior might have less

pronounced or multiple evening peaks. An improved way to quantify the phase could

involve verifying the measured phase-shifts by re-measuring the phase using other

markers. Using additional markers, such as the trough of activity or the offset of activity

(such as the midpoint of the rapid decrease of activity at the beginning of subjective

night), might help in situations where the evening peak is unclear or affected by masking.

Eventually, development of a program that searches each day for patterns that fit the

genotype-specific pattern of behavior and uses the entire pattern to measure phase would

probably avoid many of these problems.

(c) Marker identification

As mentioned above, we manually selected the behavioral component we were using

as the phase-marker (the evening peaks).  While I tried to select the evening peaks

without looking at the time of the peak, it is possible that when two peaks were
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ambiguous, I subconsciously chose the peak that seemed to have the “right” time given

the other flies I had looked at.  Ideally, an automated system should be developed to

avoid creating biased data due to subjectively choosing evening peaks. Currently, our

system is only partly automatic; the Matlab peakphaseplot program selects all peaks

automatically.  Evening peak selection could be automated by deciding on a specific

definition for “evening peak” in this assay.  For example, the system could identify peaks

only within a specific time frame.  Alternatively, it could identify the last peak before the

lowest trough.  Possibly, the best would be to include all peaks that fit the criteria, as

opposed to selecting only one, and to include both in the data set.  Further investigations

into determining an objective way to identify phase-markers in the activity record would

hopefully improve data consistency.

5.  Final thoughts.

Our current strategy provides a method of objectively comparing TC entrainment

between different fly groups.  However, I suggest additional modifications of both the

experimental design and evening peak selection, as well as using an additional phase-

marker.  Together, these improvements should result in a more robust assay and would

improve our ability to screen for abnormal temperature entrainment.
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Figure AII-1.  Experimental protocol for assessing temperature
entrainment.  Flies are synchronized to several days light/dark cycles
prior to experiment (SYNCHRONIZATION) and then allowed to free-
run in the dark in the absence of all time cues (FREE-RUNNING
RHYTHM, left side).  Then, they are exposed to 12hr:12hr 29ºC/20ºC
temperature cycles for 5 days (ENTRAINMENT) and returned to
constant conditions again (FREE-RUNNING RHYTHM, right side).  In
this way, the change in phase of their free-running rhythms prior and
post temperature cycle can be assessed.
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Figure AII-2.  Two different styles of actograms showing fly locomotor
activity entrainment to temperature cycles.  (A) Actogram produced using
the Fly Activity Analysis Suite (Brandeis Rhythm Package).  Black arrows
indicate beginning and end of temperature cycle exposure. In this actogram,
relative activity levels are indicated by hash-mark density. Black line shows
rough assessment of phase by “eye-balling” the changes in activity. (B)
Actogram produced using dam_plot MATLAB function (Levine et al., 2002b).
Orange boxes indicate exposure to thermophase.  In this actogram, activity
levels are plotted on the y-axis of the plot. (see text and Figure 1-1 for more
details).

(A) (B)


