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Figure 18. Surface glial MARCM clone analysis 

Percentages of different size of clones in the total MARCM glial clones (stacked bars) 

and average numbers of clones in total MARCM-labeled mosaic brains (blue line). The 

glial clones are generated at various developmental stages with 0.5 day (12 hours) 

difference. Note the change of the ratios of two-cell (yellow bars) and multi-cell clones 

(green bars) during different developmental stages. 
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Figure 19. Proliferation models of gliogenesis 

Schematic illustrations of two proliferation models, asymmetrical (A) and symmetrical 

(B) division of gliogenesis. Induction of MARCM clones (red arrows) generated at 

different developmental stages result in different labeling patterns (pinked-colored 

circles). 
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CHAPTER V 

 

MORPHOMETRIC ANALYSIS OF THE DROSOPHILA 

MUSHROOM BODIES 

 

 

 

Introduction 

 Cell lineage analysis lays an important ground for molecular and genetic 

investigation of the mechanisms regulating the generation of cell diversity (for example, 

Guo et al., 1996; Isshiki et al., 2001; Zhu et al., 2006). MARCM technique is a powerful 

genetic tool for the detailed description of cell morphology with single-cell resolution 

(reviewed in Lee and Luo, 2001). Coupled with GAL4/UAS system and numerous 

antibodies, the identity of each single neuron can be determined on the basis of 

morphology and molecular marker (Zhu et al., 2003; Zhu et al., 2006). However, 

neuropiles in the Drosophila CNS are composed of dozens to hundreds of similar neurons 

which are organized in parallel. Sometimes, these neurons’ morphologies are not 

obviously distinct from each other and there exist no subtype-specific GAL4s or cell 

markers to distinguish every neuron. Without further characterization of the neurons with 

similar morphologies, it is difficult to uncover the cellular and molecular mechanisms 

which are responsible for the generation of cell diversity during development.  

Mushroom bodies (MB) are the Drosophila olfactory learning centers 
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(Heisenberg et al., 1985; Davis, 1993; de Belle and Heisenberg, 1994; Liu et al., 1999; 

Krashes et al., 2007). One MB is derived from four identical neuroblasts (Ito and Hotta, 

1992; Ito et al., 1997; Zhu et al., 2003), and each neuroblast undergoes hundreds of 

asymmetrical divisions through developmental stages to produce identical ensembles of 

MBNs (MBN) populating all the 5 MB lobes (Crittenden et al., 1998). Detailed MARCM 

single-cell analysis with MB ubiquitous GAL4 driver (GAL4-OK107) shows that the γ 

lobe is formed by the MB γ neurons which are born before the mid-third instar larval 

stage (Lee et al., 1999; Zhu et al., 2006). The α' and β' lobes are formed by α'/β' neurons 

which are born at late larval stages (Lee et al., 1999; Zhu et al., 2006). The α and β lobes 

are composed of pioneer α/β neurons and α/β neurons, and the former are born before 

pupal formation while the latter are generated in the pupal stage (Lee et al., 1999; Zhu et 

al., 2006). Recent studies with subtype specific GAL4s further demonstrated that each 

subtype of MBNs project their dendrites into specific territories of the calyx (a domain 

formed by all MBN dendrites) (Zhu et al., 2003; Strausfeld et al., 2003; Tanaka et al., 

2004; Lin et al., 2007). Systematic screening for mutants affecting the cellular 

composition of MB neuroblast clones by examining the cell morphology, revealed that 

chinmo (chronologically inappropriate morphogenesis) mutation causes the precocious 

development of later born pioneer α/β and reduction of γ and α’/β’ neurons (Zhu et al., 

2006). Without detailed investigation of cell composition of MBNs and description of 

cellular morphology with single-cell resolution, it will be challenging to characterize such 

mutants affecting neuronal diversity. 

Each subtype of MBNs may contain as many as hundreds of neurons. Some types 
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of MBNs can be further classified by their morphology or different molecular markers, 

such as the characterization of core α/β neurons and two subtypes of α′/β′ neurons by 

different enhancer trap GAL4 lines (Tanaka et al., 2004; Lin et al., 2007). Other types of 

MBNs have not been further classified with different subtypes. For example, all of ~ 200 

γ neurons are generated in the embryonic and early larval stage (Lee et al., 1999), and 

these neurons show no obvious morphological distinction and no GAL4s are identified so 

far to distinguish them. It is thus unclear yet if there exists neuronal diversity within γ 

neurons. Besides, chinmo protein is highly expressed in γ neurons (Zhu et al., 2006), and 

whether chinmo also functions in γ neurons to diversify them can not be easily answered 

with current techniques and knowledge. Therefore, it is required to develop a computer 

algorithm to automatically characterize single MBNs’ 3D morphologies and determine 

their spatial relationships within the whole MB in the help of determination of neuronal 

diversity.  

The newly developed algorithm was built on the basis of morphological 

deformation and matching of irregular-shaped 3D objects (Guétat et al., 2006). This 

morphing system automatically computes dense point correspondences between a pair of 

3D volumes and allows automatic morphing. Briefly, the algorithm uses various 

non-linear critical filters to reduce images’ resolution without losing their global features. 

It then identifies rough point correspondences at coarse resolution levels followed by 

refinement of point correspondences at fine resolution levels. Point correspondences are 

established on the minimization of the morphing energy and each point correspondence is 

described using an affine matrix. This 3D morphing system compares two volumes’ 
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shapes as well as their interiors throughout every single point (for technical details please 

see Appendix) (Guétat et al., 2006). The algorithm also provides local morphing energy 

as well as regional correspondence points morphing matrices as quantitative information 

about region-specific similarity and deviation between the two 3D objects of comparison  

(Guétat et al., 2006). The entire morphology of the MB is labeled by 247-LexA::VP16 

which is specifically expressed in the MBs. The collected image data sets of MBs are 

then analyzed by the algorithm to construct a 3D virtual standard MB and also create a 

deviation chart to illustrate the regional deviation. GAL4-NP7175-positive core α/β 

neurons (Tanaka et al., 2004) are then spatially mapped within the MB via the algorithm 

and the results show that GAL4-NP7175-labeled axons but not dendrites occupied the 

same space in different MBs.  

 

Material and Methods 

New transgene and fly stock. 247-LexA::VP16 in pCaSpeR4 was generated by subclone 

LexA::VP16 (Lai and Lee, 2006) into the pCaSpeR4 plasmid which contained MB 

specific enhancer 247 (Mcguire et al., 2001) and SV40 tail. The fly stock (1) 

247-LexA::VP16,lexAop-rCD2::GFP/TM3,Sb was then generated to outline the MBs. To 

independently label subsets of MBNs and whole MBs simultaneously, the fly stock (2) 

FRTG13,hs-FLP,tubP-GAL80/CyO,y+ (Lee and Luo, 1999) was first crossed with 

Pin/CyO,y+;GAL4-OK107 to generate a temporal stock 

FRTG13,hs-FLP,tubP-GAL80;GAL4-OK107/+ which was then crossed with (3) 

FRTG13,UAS-mCD8;247-LexA::VP16,lexAop-rCD2::GFP. The flies for the spatial 
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mapping of core α/β neurons were generated by crossing (4) UAS-mCD8; 

247-LexA::VP16,lexAop-rCD2::GFP/TM6B with (5) GAL4-NP7175.  

 

Fly rearing and the generation of MARCM clones. The MARCM clones were generated 

as described (Lee and Luo, 1999). In brief, the collected new-hatched larvae were 

heat-shocked at 38℃ for 30 minutes and raised in 25℃ until eclosion.  

 

Brain dissection and confocal microscopy. Whole adult Drosophila brains were dissected 

and fixed as described. For GFP visualization, samples were mounted in the FocusClear 

reagent (Pacgen Biopharmaceuticals). For immunofluorescence, samples were stained 

with antibody against mCD8 (1:100, Caltag), subsequently labeled with Cy3-conjugated 

secondary antibody (1:200, Jackson Lab), and mounted in the same manner as for direct 

GFP visualization. Images of 20 female MBs from left hemisphere were collected under 

Zeiss LSM510 or Zeiss Pascal confocal microscopy with 512  512  Z voxels with 

8-bit intensity resolution; Z was depend on the thickness of MB. The voxel size of a data 

set is 0.45  0.45  1 μm. 

 

Results 

The development of the algorithm for automatic morphometric analysis and the use of the 

algorithm described here were done by our collaborator Dr. Yoshihisa Shinagawa and his 

group. 
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Independent labeling of MBNs and the whole MB. The identification of individual 

MBNs involves locating MARCM-labeled single MBNs within the entire MB. It is thus 

essential to outline the entire MB when the subsets of MBNs are selectively labeled by 

MARCM. An isolated 247-bp genomic sequence when fused with GAL4 has been 

demonstrated to label large subsets of MBNs in the presence of UAS-marker (Zars et al., 

2000; McGuire et al., 2001), and this 247-bp DNA fragment was then fused with 

LexA::VP16 to generate a putative MB specific driver 247-LexA::VP16 (Figure 20A&B). 

To investigate the number of MBNs labeled by 247-LexA::VP16,lexAop-rCD2::GFP, the 

flies which also carry the marker UAS-mCD8 (Lai and Lee, 2006) and GAL4-OK107 are 

examined, and GAL4-OK107 has been shown to express in all of the MBNs. The result 

shows that 247-LexA::VP16 labels every GAL4-OK107-positive MBN and drives no 

detectable expression outside MBs (Figure 20C-E). The binary system 247-LexA::VP16 

and lexAop-rCD2::GFP was then used to label entire MB. 

The driver 247-LexA::VP16 was then tested if it could work in conjunction with 

the MARCM system to independently label whole MBs and subsets of MBNs in the same 

mosaic organism (Figure 20F-H). The flies carrying the genotype of 

FRTG13,UAS-mCD8/FRTG13,hs-FLP,tubP-GAL80; 

247-LexA::VP16,lexAop-rCD2::GFP/+; GAL4-OK107/+ are generated and heat-shocked 

briefly at newly hatched larval stage to generate MARCM clones. Their brains are then 

examined at the adult stage. Single-cell and two-cell clones of GAL80-minus γ neurons 

are created and specifically labeled by GAL4-OK107-dependent expression of 

UAS-mCD8 (Figure 20F). On the other hand, all MBNs are labeled by 
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lexAop-rCD2::GFP which is controlled by 247-LexA::VP16 (Figure 20G). The double 

labeling allows us to visualize small subsets of MBNs and the whole MB in the same 

organism (Figure 20H). 

 

Creation of a virtual standard MB and computation of regional variation. To map 

individual MBNs into the MB, a virtual standard MB was required to morph various 

MARCM-labeled MBNs into a common reference (Figure 21). The standard MB was 

created by averaging the 247-LexA::VP16,lexAop-rCD2::GFP-labled MBs which were 

collected from right hemisphere of newly eclosed female brains with confocal 

microscopy. Twenty image data sets of MBs were first transformed individually in rigid 

and scale with a common coordinate system to compensate differences in position and 

orientation of the images. Every two MBs were then used to establish point-to-point 

correspondence and obtain morphing matrices for each point of correspondence (Figure 

21A). The average morphing matrix then determined the normal spatial localization 

patterns of each point of correspondence from all the 20 MBs and constructed a digital 

three-dimensional virtual standard MB (Figure 21B). 

For each point of correspondence, there existed variation for their spatial 

localization pattern, so it is important to establish the possible range of each point of 

correspondence in the standard MB to categorize the neurons with assorted morphologies. 

To determine the deviation of each point of correspondence within the standard MB, the 

morphing energy (pixels) which was used to morph each point of correspondence of 

every actual MB into the standard MB was computed. After comprehensive analysis, an 
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isosurface of the morphing energy was generated to graph the deviation of each point of 

correspondence among the MBs (Figure 22). The range of deviation was tinted for 

different colors, and the hot color (red and yellow) indicated big deviation and the cool 

color (green and blue) represented small deviation. When the deviation chart was 

rendered from cool color to hot color, the peduncle and the dorsal lobe of MB’s 

isosurface gradually disappeared in the chart while the calyx and the medial lobe 

remained visible in hot color (Figure 22). The virtual standard MB and the deviation chart 

would be the foundation for the future mapping of every single MBN.  

 

Spatial mapping of subsets of MBNs in the standard MB. The algorithm was first tested if 

it can morph the same MBNs from different organisms into the average virtual MB. 

GAL4-NP7175 has been shown to selectively label core α/β neurons (Tanaka et al., 

2004). The soma of core α/β neurons clustered as four units, and their axon bundles 

merged beneath the calyx and fasciculated in the middle of the peduncle and lobes 

(Figure 23A). Spatial mapping of core α/β neurons into the standard virtual MB by 

automatic morphing should be able to tell if they constantly occupy the same space 

within the MB. 

 The newly eclosed flies carrying the genotype GAL4-NP6115/+; UAS-mCD8/+; 

247-LexA::VP16,lexAop-rCD2::GFP/+ were dissected and the image data sets of core 

α/β neurons within the entire MBs were collected with different channels (Figure 23B). 

Eight wild-type MBs labeled with 247-LexA::VP16, in which GAL4-NP7175-positive 

core α/β neurons were differentially marked, were first individually morphed against 
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standard MB. The GAL4-NP7175-positive core α/β neurons (Figure 23C) were then 

warped into virtual MB with the same matrix (Figure 23D). To examine whether a similar 

set of voxels were involved after warping, all eight warped GAL4-NP7175-positive core 

α/β neurons were superimposed to the MBs and the use frequencies for individual voxels 

were calculated, i.e. each voxel was determined how many times were reached. For 

instance, all the voxels were contained in at least two and five out of eight times, 

respectively. The frequently shared voxels grossly constituted the entire axon bundles of 

GAL4-NP7175-positive core α/β neurons while the calyx was largely excluded (Figure 

23E&F). The results suggested that GAL4-NP7175-positive core α/β neuron axons but 

not dendrites roughly occupy the same space in different MBs. This spatial mapping by 

automatic morphing would help build a cell-centered MB atlas. 

 

Discussion 

Structural studies of the nervous system provide us informative insights about their 

functions. Examination of structural changes in the nervous system when the organism 

experiences various environments can help us further identify the structures important for 

various brain functions. Further investigations of the neuronal connectivity help us 

understand how various information is transferred and processed. Several computer 

algorithms have been developed to quantitatively describe the brain structure and neuronal 

connectivity and they often involve the definition of reference points to generate a standard 

brain structure for further comparison (Rein, et al., 2002; Jefferis et al., 2007; Lin et al., 

2007). Our newly developed algorithm also provides a new tool for the quantitative 
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description of brain structures, but our method uses automatic computation of point 

correspondences between a pair of irregular 3D shapes. Because the algorithm does not 

require any reference for registration process, the contour as well as the interior contents of 

any 3D object will not be distorted by manually or automatically specified feature 

correspondences during the morphing procedures. This program can recognize both 

common and unique features and also provide their quantitative information. 

As shown of our MB morphometric analysis, the algorithm successfully creates a 

virtual standard MB and provides quantitative details of region deviation in the newly 

eclosed flies (Figure 21 & 22). As expected, the calyx where dendrites are concentrated is 

the most variable region within the MB, and the peduncle where axons fasciculate as one 

bundle is much more constant (Figure 22). Our analysis also shows that dorsal lobe 

which is required for long term memory is very stable while medial lobe which is 

important for short term memory is highly variable (Zars et al., 2000; Pascual and Preat 

2001). Besides, output from different lobes has been shown involved in various stages of 

memory processing (Krashes et al., 2007). How morphological changes of different lobes 

relate to different types of memories requires further investigations. 

Recent studies indicate that different projection neuron axons tend to form 

synapses at different domains in the MB calyx (Tanaka et al., 2004; Jefferis et al., 2007; 

Lin et al., 2007). Knowing if different types of MB neurons form synapses with particular 

types of PNs will provide insights about how odor information is transferred from the AL 

to the MB and further processed in the fly brains. However, there exist controversies if 

different types of MB neuorns target their dendrites to specific domains in the MB calyx 



 101

(Tanaka et al., 2004; Jefferis et al., 2007; Lin et al., 2007). The establishement of a virtual 

standard MB provides us another approach to map each single MBN in the MB. With the 

newly introduced LexA-based binary transcription system and the wildly used MARCM 

technique, our results show that subsets of MBNs and the entire MB could be 

independently labeled in the same mosaic organism (Figure 20F-H, Figure 23). Spatial 

mapping of core α/β neuorns in the MB with such dual-expression-control system showed 

that the axons of core α/β neurons have higher tendency to occupy the same region in the 

peduncle and lobes, while the dendrites do not have stereotyped projection patterns (Figure 

23). The algorithm is curently under the process of improvement to help us to determine 

whether core α/β neuorns tend to target their dendrites to specific domains in the calyx. 

The results of the spatial mapping of core α/β neurons in the MB also show the 

possibility to create a cell-centered MB atlas. By generating serial single-cell MARCM 

clone at different developmental stages, each neuron should be able to be morphed into the 

MB with the algorithm and identified their particular spatial location. Such atlas of the 

MBNs will help to characterize the MBN diversity and provide an important resource for 

future phenotypic analysis at single-cell resolution to identify the genes involving the 

generation of neural diversity. 
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Figure 20. 247-LexA::VP16-labeled mushroom body 

(A-B) Stacked confocal images of the expression pattern of 247-LexA::VP16 in the adult 

Drosophila brain (A) and the MB (B). (C-E) Soma of MBNs labeled by 

GAL4-OK107,UAS-mCD8 (C) and 247-LexA::VP16, lexAop-rCD2::GFP (D) in the 

same brain (E, merged image). (F-H) Independent labeling of GAL4-OK107-positive 

MARCM clone (F) in a 247-LexA::VP16-positive MB (G) (merged image, H). Dorsal is 

at the top, medial to the left (B-H). 
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Fig 21. Generation of a virtual standard MB 

(A) Visualization of two 247-LexA::VP16-labeled MBs using AMIRA. Three 

hypothetical points of correspondences are indicated. (B) Flow chart of computing eight 

representative MBs (top) to generate the average MB (bottom). 

 

 

Figure 22. Deviation chart of MB 

Various degrees of deviation of average newly eclosed MB are tinted with different colors. 

Blue (left) represents the lowest deviation and red (right) shows the highest deviation. 

Dorsal is at the top and medial to the left. 
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Figure 23. Spatial mapping of core α/β neurons in MBs 

(A-D) Representative stacked confocal images of GAL4-NP7175-positive core α/β 

neurons alone (A) and in the presence of 247-LexA::VP16-labled MBs (green) (B). (C, D) 

Average 3D volume of GAL4-7175-positive core α/β neurons (C) and 247-LexA::VP16 

(D) generated from the confocal images. (E-F) Shared voxels used at least two (E) or five 

(F) out of eight times when different GAL4-NP7175-positive core α/β neurons were 

warped into virtual average MB. 
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CHAPTER VI 

 

 

 

CONCLUSIONS 

 

Santiago Ramon y Cajal illustrated diverse neuronal morphologies in the 

organized nervous systems of various species a century ago. Neuroscientists since then 

are intrigued to investigate the mechanisms governing the generation of neural diversity. 

Detailed analysis of representative lineages followed by subsequent experimental studies 

has helped to characterize some cellular and molecular mechanisms in control of neural 

diversification.  

The Drosophila olfactory circuitry is composed of diverse neurons and glial cells, 

and both of them have different functions in olfaction. Incomprehensive cell lineage 

analysis limits our understanding of the mechanisms to diversify the neurons and glial 

cells. To facilitate analysis of cell lineages and neural diversity in the olfactory circuitry, a 

new genetic technique, dual binary transcriptional systems, was developed by combining 

LexA/lexAop and GAL4/UAS systems. The inductions of GAL4/UAS and LexA/lexAop 

were comparable in quality and quantity. The incorporation of GAL80-suppressible 

transcription factor LexA::GAD contributed to the development of 

dual-expression-control MARCM, which was then used to facilitate the analysis of 
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APPENDIX 

 

The following work is reprinted from the IEEE Transactions of Information 

Technology in Biomedicine article as titled “Automatic 3D grayscale volume 

matching and shape analysis” published on April, 2006 (Guétat et al., 2006). The 

work and the body of the text were done by the group lead by Dr. Yoshihisa Shinagawa. 

 

Overview of the algorithm 

In this algorithm, the mapping between the two volumes is computed according 

to a multiresolutional and multifiltering approach. We use the maximum, minimum 

and the averaging filters to capture the characteristics of the objects at coarser 

resolution levels and to construct multiresolution hierarchies for each 3D object. We 

also compute edge intensities along each direction at the different levels of resolution. 

The corresponding point of each voxel is then chosen by minimizing an energy 

function. It is essential to compute the point correspondences at different levels of 

resolution to make the computation feasible: rough point correspondences found at 

coarse levels allow us to limit the search extent efficiently at finer levels. 

 

A. Global registration 

Even if this approach handles large and plastic displacements, it cannot 

compensate for global motions which include large rotations. Such global motions 

often happen when object poses are unknown during scanning. Estimating them 

directly in the optimization procedure would lead to a major increase in computational 

time due to the overwhelming dimension of the search space. 

Instead, we propose to compensate for global motions using a preprocessing step. A 
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set of very sparse correspondences is found, either using the isolation measure or 

object segmentation, from which an affine motion is computed. This motion model is 

simple, easily invertible and versatile enough to register the two objects. 

 

B. Critical-point filters for constructing multiresolution hierarchy 

As stated previously, voxel intensities may differ from image to image due to, 

for example, different conditions of staining samples. It is known that linear filters, 

such as Gaussian filter, smooth out features at coarse resolution levels and make it 

difficult to find correct point correspondences. 

For example, a Gaussian filter changes the brightness and the positions of pixels 

with peak intensities, which leads to wrong point correspondences. For this reason, to 

be robust against such changes, we employ the nonlinear Critical-Point Filters (CPF) 

to locate the critical points such as peaks, pits and saddle points of pixels intensities in 

the objects at coarser resolution levels. To limit the amount of computation, we chose 

to use only the peak and pit filters (out of the eight possible critical-point filters) in 

association with the linear averaging filter to compensate for the fact that peak and pit 

filters are more noise-sensitive. This combination well balances the noise-sensitivity 

while preserving salient features. We use these three intensity filters to construct 

multiresolution pyramids. 

 

C. Multiresolutional and multifiltering approach 

The mapping is computed according to a multiresolution and multifiltering 

framework. It consists of a succession of mappings computed between the objects 

resulting from the different filters and resolutions. The algorithm starts by mapping 

the volumes at the lowest resolution; having a small number of voxels, the number of 
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possible mappings is extremely low. Then, it calculates a mapping at the next finer 

level of resolution. At each level, the order in which the filters are applied is permuted 

to equally consider each characteristic of the objects. The correspondences found in 

one mapping are then used to constrain the computation and guide the next mapping. 

 

D. Mapping of a voxel: energy minimization 

The algorithm uses the correspondences established by the previous mapping to 

define a limited search area for the corresponding position of each voxel in the next 

mapping. This region is called the inherited volume and contains a small number of 

voxels. To find the best match, the algorithm computes a weighted sum of several 

energies taking into account the previous mappings, intensity difference and edge 

intensities, and the general smoothness of the mapping for each destination voxel in 

this inherited volume. The resulting correspondence is the one whose total energy is 

the minimum. 

 

E. Refinement using the inverse mapping 

A pair of volumes are mapped bidirectionally. The inverse mapping is useful to 

correct errors of point correspondences in the forward direction (from the first volume 

to the second); i.e., the backward mapping (from the second volume to the first) 

should be in the opposite direction of the forward mapping unless there are errors or 

occlusions. For this purpose, we compute the forward and backward mappings f and g 

independently first, and then we refine them taking both mappings into account, to 

obtain more reliable correspondences. 

 

The algorithm in details 
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A. Global registration 

The goal of global registration is to estimate an affine motion which compensates 

for the possibly different poses of the matched objects. Nevertheless, this 

preprocessing step is not always necessary, especially when the pose of the volumes is 

already known, like in CT or MR volumes, or when the volumes differ widely in 

shape, where a global registration would be meaningless. The global registration is 

however very meaningful regarding volumes with similar shapes obtained using 

confocal microscopes because these cannot determine the pose of the objects. Finding 

the characteristics of the affine transformation requires the extraction of at least four 

correspondence pairs. 

Indeed, an affine transformation is fully characterized by a 3×3 matrix (for 

rotation, dilation and shear) along with a 3×1 vector (for translation), i.e. 12 

unknowns total; the 12 equations needed to solve for these unknowns are provided by 

the four correspondence pairs, each pair providing three equations (one equation for 

each dimension). When we have more than four correspondence pairs, we solve for 

these unknowns in a Minimum Norm Least Square (MNLS) sense. The affine 

transformation, defined by a matrix A and a translation vector t, is then applied in the 

following way: 

��  

with 

 

where Ipreproc and Iini are the intensity values in the preprocessed object and the initial 

object respectively. 
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We propose two different techniques to extract points of interest in the volumes, 

one using the isolation measure, the other based on segmentation using the 

Expectation-Minimization (EM) Algorithm. The former is applicable to any kinds of 

volumes and is robust against big variations of shapes; the latter provides more 

precise results but requires that the volumes to be mapped can be approximated by 

sets of ellipsoids. The correspondences between the extracted points can then be done 

either manually, or more interestingly using a standard LS criterion or a priori 

information about the volumes. 

 

1) Isolation measure: The isolation measure is the average distance from a given 

point to all the points of the object (it was originally defined for object surfaces). Thus, 

a point close to the object center has a low isolation measure whereas a point close to 

an extremity of the object will have a high isolation measure. This paper proposes the 

expansion of the isolation measure for grayscale volumes. The mathematical 

definition of the proposed isolation measure μ of a given voxel  is: 

 

where  ’s are located on the path P from        to          (NP is the number of 

voxels on the path P from   to  . Thus, the function returns         the shortest 

distance between every pair of points  and  in the volume X.  I( ) is the voxel 

intensity at point  . The distance d between   and neighboring point   in the 

coordinate lattice is defined by 
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where         is the Euclidean distance between  and   . 

We implement a discrete version of this algorithm. When we set the intensity of 

voxels located on the surface to 1 and the intensity of other points to 0, i.e.: 

, 

and make α approach ∞, so that a path going through zerovoxels will also have a 

length approaching ∞, this isolation measure coincides with that of the previous work 

defined for object surfaces. 

Finally, by considering the local extrema of the isolation measure in the object, 

we can define several characteristic points. Regarding two similar objects, these 

points are consistent and can be used to define the affine transformation we are 

looking for. Therefore, we do not need to use any a priori information about the shape 

of the volumes to be mapped. An example of the isolation measure for objects called 

mushroom bodies (located in fly brains) is displayed in Figure 1. 

 

 

2) Object segmentation: When objects can be approximated by sets of ellipsoids, as it 

is for instance the case with mushroom bodies, rough correspondences required for 

global registration can be obtained by matching ellipsoids between volumes and 

pairing their centers and extremities, based on their relative dimensions and relative 

locations.  
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The ellipsoidal approximation is recasted into a Gaussian mixture model 

estimation, which is solved using the modified Expectation-Maximization (EM) 

algorithm. The standard EM algorithm tends to converge to local minima, which 

makes its initialization critical. To alleviate this issue, Figueiredo and Jain proposed to 

cover the space by more ellipsoids than necessary and remove the less likely ones 

until the Minimum Message Length (MML) criterion is satisfied. When the object 

geometry is roughly known a-priori, like it is the case with mushroom bodies, it is 

better to remove ellipsoids until a predefined number of them is reached; this avoids 

the problem of having to reduce the number of ellipsoids in both volumes to a 

common number at the end of the algorithm. The algorithm is detailed in Algorithm 1 

where pi denotes the ith voxel coordinates, P(ωk) the probability of the Gaussian 

component ωk, μk its mean, Σk its covariance matrix, K the number of ellipsoids, Kgoal 

the final number of ellipsoids and L the data loglikelihood. The normalizing constants 

Z0i, Z1 and Z2k are defined such that              ,            , and  

respectively. The 3-dimensional Gaussian probability distribution function has the 

classical equation 

  

The process is initialized by assuming that all ellipsoids are equiprobable, i.e. . The 

set of voxel coordinates { } is obtained by thresholding voxel intensities. 

Ellipsoids are initialized by spheres, i.e. {Σk = σk × I} where I is the 

identity matrix and σk is a positive scalar. Their centers {μk} and scalars {σk } are 

chosen so that the volume is evenly covered. 

Figure 2 shows the major steps of such a process. The final segmentation is 

obtained by assigning classes to voxels in a maximum likelihood fashion. 
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We have proposed in this section two different algorithms to segment 3D 

volumes and extract points of interest from them, so as to be able to perform a global 

registration. The method based on the EM algorithm uses the assumption that the 

objects can be approximated by sets of ellipsoids, like it is the case for the mushroom 

bodies. Using such information about the shape of the objects improves the quality of 

the registration. However, we can not always make such assumptions, and in such 

cases the use of the segmentation based on the isolation measure is recommended. A 

comparison of the results can be seen in Figure 3. 

 

B. Filtering using CPFs and edge detection 

To recognize global structures within 3D data, a great number of multiresolutional 

filters have been proposed. They are classified into two groups: linear filters and 

nonlinear filters. The former have a long history and include the Fourier 

transformation, Gaussian filter, or wavelets. Such filters are equivalent to convolving 

the data with discretized kernels. However, when used for image matching (2D or 3D), 

linear filters blur extrema, making their location ambiguous and modifying their 

intensity. Moreover, linear filters filter out textured regions, thus losing precious 

information. Thus, we use nonlinear filters called the Critical Point Filters (CPF). 

These filters preserve intensities and locations of critical point of the 3D volumes 

while reducing the resolution at the same time. We can define eight critical-point 

filters to detect minima, maxima and saddle points but we restrain our work to the pit 

and peak filters because of the large amount of data we already have to deal with 

using only these two filters. 

The maximum (or peak) filter compares eight voxels in a cube of size 2×2×2, 

and chooses the voxel with maximum intensity. The minimum (or pit) filter is similar 
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except that it chooses the minimum. Both filters reduce the resolution by a factor of 

two along each direction and keep the brightness of the critical points. However, 

because the CPFs rely on computation of minima and maxima, they are sensitive to 

noise, especially at coarsest levels. Therefore we also use an averaging filter, less 

noise-sensitive, to keep information on the global shape of our volumes. The 

introduction of this standard linear filter well balances the noise-sensitivity while 

CPFs preserve salient features. At the lowest resolutions especially, the volumes 

obtained using the averaging filter convey more information than those obtained using 

CPFs, which might have a very low Signal to Noise Ration. 

All the three filters generate a coarser lattice by grouping eight voxels at the 

original resolution into a single voxel: the latter is called the parent and its coordinates 

are given by: 

 

where ⎣i⎦ is the largest integer that does not exceed i. Its intensity depends on the 

filter we are currently using. Three multiresolution pyramids are constructed by 

applying the maximum, minimum and the averaging filters to the input volumes 

recursively. Edges are also an important part of the information contained in volumes. 

They give us a general shape and are often well located and may be defined very 

precisely. To compute the edge intensity, a Sobel-like 3D edge detector [32] is 

applied to the pyramid obtained by the averaging filter. This detector provides three 

values of edge intensity corresponding to each direction: 

 

where I is the 3D volume and H is one of the following filters: 
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Hz and Hy are obtained from Hx by permuting the directions. 

 

C. Inherited volume 

In what follows, we call the first volume the source volume and the second the 

destination volume following the tradition of. The subvolume of the destination object 

in which the correspondence is searched (we call it the inherited volume) is defined as 

the bounding box containing all the correspondents of its neighboring voxels found at 

the previous mapping (Figure 4). This definition is straightforward when the previous 

mapping has been calculated at the same resolution. When we change the level of 

resolution, we need to estimate the position of the corresponding voxels at the current 

resolution level with a coarser mapping. The estimation can be done with the 

following formula where f(i, j, k) is the corresponding 3D position in the fine lattice 

we are looking for and fp(i, j, k) is the original corresponding position found by the 

previous mapping (coarser resolution): 

 

 

 

D. Scanning Order 

The mapping is computed according to a multiresolution and multifiltering framework. 

It consists of a succession of mappings computed between the objects resulting from 

the different filters and resolutions. The algorithm starts by mapping the volumes at 

the lowest resolution; having a small number of voxels, the number and the 

complexity of possible mappings are extremely low. Then, it will keep finding the 

point correspondences at the next finer level of resolution. At each level, the order in 

which the filters are applied has to be permuted to equally consider each characteristic 



 128

of the objects. Indeed, we avoid scanning them always in the same order so that all 

filters have an equal importance. Scanning them always first with the pit filter and 

then with the peak filter, for instance, would give much more weight to the pit filter. 

Correspondences found in one mapping are then used to constrain the computation 

and guide the following mapping. The same observation is made to scan the voxels of 

each filtered image. The first voxels scanned have indeed more freedom to move than 

the last ones, so keeping a unique scan order would give too much weight to the first 

ones. As voxels along edges are often easier to map and convey most of the 

information about the optical flow, we map the voxels according to the descending 

order of their edge intensity. The first voxels to be mapped are located at the object 

frontiers and are less constrained by the smoothness energy term compared with the 

voxels in the flat areas that are mapped afterward. This approach improves the 

mapping especially in the case where the positions of the two objects are quite 

different. More precisely, we classify the voxels into four groups of equal population 

according to their edge intensity, defined as the L2 norm of the gradients along the 

three dimensions. The algorithm starts by mapping the voxels inside the first group 

(with high edge intensity), one after the other, following monotonic variations of the 

coordinates, then it does the same thing with the second group, and so on. By not 

respecting the exact descending order, we avoid the situation where the scanning is 

too scattered spatially. Just note that we still map the borders to themselves to 

initialize the algorithm. 

 

E. Energy of the forward mappings 

The algorithm can use the correspondences established by the precedent 

submapping to define a limited search area for the corresponding position of each 
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voxel. This region is called the inherited volume. To find the best match, the 

algorithm computes several energies taking into account the precedent mappings, the 

difference of brightness and edge intensities, and the general smoothness of the 

mapping for each destination voxel in this inherited volume. The resulting 

correspondence is the one whose total energy is the minimum. For the forward 

mapping f from the source object to the destination object and its inverse g, an energy 

is first computed for each destination voxel in the inherited volume, and then the 

candidate with the minimum energy is chosen. This energy is defined as a weighted 

sum of different energies taking into account all the measurements calculated on the 

3D objects and the previous mapping. 

The first group of energy terms consists of the differences of each measure 

between the candidate destination voxel   and the source voxel   the intensity (or 

brightness) obtained either from the minimum, maximum or averaging filter 

 

and the edge intensities 

 

where Ex, Ey and Ez are the edge intensities. The energy related to the smoothness of 

the mapping compares the movements of the neighboring voxels with the movement 

of the voxel to be mapped. Some of its neighbors are already mapped (set Vm) and the 

other half not yet (set Vn). We will consequently consider the previous mapping to 

compute their movements but the energy due to these movements will be weighted by 

αn < 1 to take into account the lack of precision: 

 

where f and g are the current and previous mappings, and #(V) is the number of voxels 

in V. 
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We also define an energy related to the Euclidean distance between the candidate 

voxel and the corresponding destination voxel found at the previous mapping fp to 

transmit the information from the previous mapping to the next mapping: 

 

For ES and ED, two cases arise when considering the former mapping: it was 

calculated either at the same resolution with a different filter or at the coarser level of 

resolution. For the latter, we extend the correspondence found at the coarser level to 

the current resolution. Finally, we weight these different energies. In particular, the 

smoothness and distance energies are based on Euclidean distances: their weight is 

halved each time the algorithm goes to a finer level of resolution because the physical 

distances are doubled. The final energy is given by: 

ET = αIEI + αEEE + αDED + αSES. 

As said previously, for each voxel of the source volume,the total energy is computed 

for each candidate voxel in the inherited area of the destination volume, and the one 

with minimum energy is chosen as the corresponding point to the current point in the 

source volume. The parameters αI, αE, αD and αS are multiplicative coefficients that 

enable to add energies with very different meanings and units (distance, intensity, 

gradient magnitude); their values are chosen to balance the characteristics they 

correspond to. 

 

F. Refining the mappings 

As the forward mapping may not be perfect, we want to refine it by using the 

backward mapping. The inverse mapping is useful to correct errors of point 

correspondences; i.e., in theory, the backward mapping should be in the opposite 

direction of the forward mapping unless there are errors or occlusions. To check this, 
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we compute the forward and backward mappings f and g, and we then refine them to 

obtain more reliable correspondences for each mapping. We consider all the voxels of 

the inherited volume again and compute a refinement energy as the sum of two 

distances; the first one is simply the Euclidean distance between the candidate voxel  

and the correspondent f( ) chosen by the forward mapping. The second one uses the 

backward mapping to compute the distance between the current source voxel  to be 

mapped and the corresponding voxel g( ) of the destination candidate voxel in the 

source object. If the correspondence is correct, the two mappings should be similar 

and this distance be small. Otherwise, it shows that there are errors. The resulting 

mappings f ′ and g′ are computed by choosing the destination voxel with the minimum 

refinement energy within the inherited volume as is shown in Figure 6. Thus, the final 

correspondence is obtained by minimizing the cost energy: 

 

G. Oversampling 

As the two objects are not identical, it is impossible to obtain a one-to-one mapping; 

i.e., we cannot find correspondences from all the source voxels to all the destination 

voxels. For this reason, we oversample the voxel grid with a factor of two in the 

destination object, i.e., allowing the source voxel to be mapped to intermediate 

half-integer positions between the existing destination voxels. The measurements 

(brightness and edge intensity) and their movements are expanded by linear 

interpolation. However, we add a penalty to the total energy of the correspondence in 

this case so that the source voxel is mapped to an intermediate position only when the 

intensity difference is significant. Contrary to the weights in the computation of the 

total energy, this penalty is not a multiplicative constant but an offset added to the 

total energy. 
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H. Occlusions 

The portions of an object that exist in one volume but do not in the other volume are 

called occlusions. Currently, we handle occlusions in the following way: if voxels in 

the source volume are occluded in the destination volume, those voxel are mapped to 

a small portion in the destination volume. In other words, those voxels are squeezed. 

This is acceptable due to two factors: first, the smoothness energy leads to the fact 

that these occluded voxels are not randomely mapped but instead have the same 

correspondents as their neighbors; second, the number of voxels occluded is usually 

very small compared to the number of voxels in the volume. 

 

I. Undoing the registration 

We have to be careful with the fact that, in most cases, we use registered images as 

inputs for our algorithm. Thus, in order to obtain the mapping between our two 

original volumes, we have to undo the registration, which is feasible as we used 

an affine transformation, invertible, to do the registration. The mapping between the 

two preprocessed volumes is characterized by a 3D array V of motion vectors   

which is of same size as the input volumes. Each vector describes the difference of 

position between the source voxel  = (i j k)T and its correspondent  = f( ) = (idest jdest 

kdest)T , i.e.               Then, given that we used the affine transformation 

defined by the matrix A and the translation vector  to process the destination volume, 

the new move vector for voxel  is given by: 

 

 

J. Shape and volume analysis 
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Once we have obtained the standard volume, average of a given group of similar 

objects, we want to conduct an analysis on how much each object in the group differs 

from the standard one. In order to achieve this goal, we need to define a new plasticity 

measure, which describes how plastic a region of the volume is. When comparing two 

objects, this measure corresponds to how different the first one is from the second one 

according to the mapping, after global motion compensation. That is, we compute the 

mapping f between the two volumes, and we also compute an affine transformation A 

which will compensate for the global motion. In order to compute the affine 

transformation, we can reuse the segmentation or the isolation measure studied 

previously which gave us some characteristic points of the objects. Then, the measure 

of plasticity is defined as follows for each nonzero voxel: 

 

With this definition, we can detect which parts of the volumes are the most plastic and 

have a quantitative measure of their plasticity; indeed, even if the plasticity is 

computed independently for each voxel, whole neighborhoods will appear to have a 

higher plasticity. This phenomenon can be emphasized by applying a lowpass filter to 

the volume to keep track only of the main differences in plasticity between the 

different parts of the volume.  

Then, from this definition, we can try to determine which parts of the object are 

the most plastic within a given group of volumes. In order to do this, we have to map 

the average object with each of the volumes, compute the plasticity in each case, and 

finally compute the average plasticity.  
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Fig. 1. Isolation measure (yellow: high, red: low). 

 

 

Fig. 2. Example of object segmentation: mushroom body without calyx (a), initial 

Gaussian mixture (isosurfaces at 3σ) (b), final mixture (same isosurfaces) (c), and 

segmentation (d). 

 

 

Fig. 3. Comparison of global registration techniques: a - volumes before registration b 

- after registration using the isolation measure c – after registration based on the EM 

algorithm. 

 

 

Fig. 4. Inherited Volume. 
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Figure 5. A Mapping Process. 

 

 

Fig. 6. Refinement by modifying f to f ′ 
 


